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We study the problem of finding a stable matching under adaptive priorities, whereby the clearinghouse prioritizes some agents based on the allocation of others, and we use school choice as a motivating example. To accomplish this, we introduce a stylized model of a two-sided matching market with siblings' priorities. We argue that the standard notion of stability does not apply in the presence of adaptive priorities. To address this, and motivated by practice, we define several assumptions on families' preferences and siblings' priorities, introduce different notions of stability under adaptive priorities, and show that a stable matching under these settings may not exist. On the positive side, we show that such matchings exist if families strictly prefer their members to remain together in two important settings: (i) when families are of size at most two, and (ii) when there is a single grade level. In addition, we devise a mechanism to find such stable assignments in polynomial time. Finally, we show that the problem of finding the stable matching under adaptive priorities of maximum cardinality is NP-Hard.
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## 1 INTRODUCTION

The theory of two-sided many-to-one matching markets, introduced by Gale and Shapley [10], provides a framework for solving many large-scale real-life assignment problems. Examples include entry-level labor markets for doctors and teachers, education markets from daycare, school choice and college admissions, and other applications such as refugee resettlement. A common feature in many of these markets is the use of mechanisms that find a stable assignment, as this guarantees that no coalition of agents has incentives to circumvent the match.

In many of these markets, the clearinghouse may be interested in finding a stable allocation, while individual agents may care about their assignment and that of other agents. For instance, in the hospital-resident problem, couples jointly participate and must coordinate to find two positions that complement each other. In school choice, students may prefer to be assigned with their siblings or neighbors. In refugee resettlement, agencies may prioritize allocating families with similar backgrounds (e.g., from the same region or speaking the same language) to the same cities.

[^0]One approach to accommodate these joint preferences is to provide priorities contingent on the assignment. For instance, many school choice systems (including NYC, New Haven, Denver, Chile, etc.) consider sibling priorities, by which students get prioritized in schools where they have a sibling currently assigned or enrolled. Similarly, in refugee resettlement, families may get higher priority in localities where they have relatives based on family reunification. However, most clearinghouses assume that priorities are fixed and known before the assignment process and, thus, cannot accommodate settings in which priorities depend on the current assignment. Similarly, most definitions of stability and justified-envy assume that priorities are fixed and known, and thus, also fail to capture the aforementioned setting.

In this paper, we study the problem of finding a stable matching under adaptive priorities, i.e., when priorities are updated based on the current assignment, and we use school choice with siblings as a motivating example. To accomplish this, we first introduce a stylized model where students belong to (potentially different) grade levels and may have siblings applying to the system (potentially in different levels). On the one hand, each family reports preferences over the assignment of their members while, on the other hand, schools prioritize students with siblings already enrolled or currently assigned, and break ties among students in the same priority group (with or without siblings) using a random tie-breaker.

Motivated by the Chilean school choice system, we distinguish two types of sibling priority: (i) static, whereby students who have a sibling currently enrolled but not participating in the admission process get prioritized; and (ii) adaptive, whereby students with a sibling who is also participating in the admission process and is currently assigned get prioritized. Notably, adaptive priorities depend on the current assignment and, thus, must be granted and updated simultaneously while solving the allocation task. This simultaneity introduces a series of challenges, and the standard notion of justified envy no longer applies.

To overcome these challenges, we start by simplifying the space of families' preferences and introducing several assumptions that limit how adaptive priorities work. Specifically, we present the concepts of absolute/partial and dependent/independent justified envy to break ties across and within priority groups. Based on these definitions, we introduce several notions of stability and show that a stable matching may not exist. Nevertheless, we show that a stable matching under adaptive priorities exists if families strictly prefer that their siblings are assigned together and either (i) families have at most two members participating in the admission process or (ii) there is a single grade level. Moreover, we introduce a new family of mechanisms that find such a stable matching. Finally, we discuss other properties of the mechanism, and we show that finding a student-optimal or a maximum cardinality stable matching under adaptive priorities is NP-hard.

Our work contributes to the literature in several ways. To the best of our knowledge, this is the first work to formalize different types of siblings' priorities and also the first to introduce the idea of adaptive priorities. Consequently, we introduce a novel notion of stability under adaptive priorities, where priorities are contingent on the matching. We also provide the first complexity results for a stable matching problem with complementarities. Although we focus on school choice as a motivating example, our results and insights may deem helpful in the design of matching mechanisms where priorities depend on the assignment of others, such as in daycare assignments, college admissions, refugee resettlement, among others.

### 1.1 Organization

The remainder of this paper is organized as follows. In Section 2, we discuss the relevant literature. In Section 3, we introduce our model. In Section 4, we study the existence of a stable assignment under adaptive priorities. In Section 5, Manuscript submitted to ACM
we study the complexity of finding a maximum cardinality stable matching under adaptive priorities. Finally, in Section 6 we conclude.

## 2 LITERATURE

Our paper is related to several strands of the literature.
Matching with families. A recent strand of the literature has extended the classic school choice model [2] to incorporate families. Dur et al. [8] consider a setting where siblings report the same preferences, and assignments are feasible if and only if all family members are assigned to the same school (or all of them are unassigned). The authors argue that justified envy is not an adequate criterion for the problem. Thus, they propose a new solution concept (suitability), show that a suitable matching always exists, and introduce a new family of strategy-proof mechanisms that finds a suitable matching. Correa et al. [6] also consider a model with siblings applying to potentially different grades, but assume that each sibling submits their own (potentially different) preference list. In addition, the authors assume that the clearinghouse aims to prioritize the joint assignment of siblings, but they model it as a soft requirement, i.e., an assignment may be feasible even if siblings are not assigned to the same school. To prioritize the joint assignment of siblings, Correa et al. [6] introduce (i) the use of lotteries at the family level; (ii) a heuristic that processes grades sequentially in decreasing order, updating priorities in each step to capture siblings' priorities that result from the assignment of higher grades; and (iii) the option for families to report that they prefer their siblings to be assigned to the same school rather than following their individual reported preferences. This last feature, called family application, prioritizes the joint assignment of siblings by updating the preferences of younger siblings by adding the school of assignment of their older siblings. The authors show that all these features significantly increase the probability that families get assigned together.

Matching with couples. Our paper is also related to the matching with couples literature, which is commonly motivated by labor markets such as the matching for medical residents. In this setting, couples wish to be matched in the same hospital and hence, they report a joint preference list of pairs of hospitals. For an extension of the stability concept with couples, Roth [21] shows that a stable matching may not exist if couples participate. To overcome this limitation, Klaus and Klijn [12], Klaus et al. [14] introduce the property of weak responsive preferences and show that this guarantees the existence of a stable assignment. Kojima et al. [16] provide conditions under which a stable matching exists with high probability in large markets, and introduce an algorithm that finds a stable matching with high probability which is approximately strategy-proof. Ashlagi et al. [3] find a similar result, as they show that a stable matching exists with high probability if the number of couples grows slower than the size of the market. However, the authors also show that a stable matching may not exist if the number of couples grows linearly. Finally, Nguyen and Vohra [19] show that the existence of a stable matching is guaranteed if the capacity of the market is expanded by at most 9 spots.

Matching with complementarities. Beyond families and couples, the matching literature has studied other settings with complementarities. For instance, Ashlagi and Shi [4] shows that using correlated lotteries can increase community cohesion by increasing the probability of neighbors being assigned to the same schools. Dur and Wiseman [9] also study the matching problem with neighbors and show that a stable matching may not exist if students have preferences over joint assignment with their neighbors. Moreover, the authors show that the student-proposing deferred acceptance algorithm is not strategy-proof and propose a new algorithm to address these issues. Kamada and Kojima [11] study matching markets where the clearinghouse cares about the composition of the match and thus imposes distributional
constraints. The authors show that existing mechanisms suffer from inefficiency and instability and propose a mechanism that addresses these issues while respecting the distributional constraints. Nguyen and Vohra [20] also study the problem with distributional concerns but consider these constraints as soft bounds and provide ex-post guarantees on how close the constraints are satisfied while preserving stability. Nguyen et al. [18] introduce a new model of many-to-one matching where agents with multi-unit demand maximize a cardinal linear objective subject to multidimensional knapsack constraints, capturing settings such as refugee resettlement, day-care matching, and school choice/college admissions with diversity concerns. The authors show that a pairwise stable matching may not exist and provide a new algorithm that finds a group-stable matching that approximately satisfies all the multidimensional knapsack constraints. Another example in which agents care about other agents' assignment is the affiliate stable matching problem, where, for instance, a college is not only interested in hiring good academic candidates, but also wishes that its graduates find good jobs [7, 15].

## 3 MODEL

In this section, we introduce a two-sided matching market model that includes a priority system. To facilitate the exposition, we use school choice with sibling priorities as a concrete application of the model.

Let $\mathcal{S}$ be a finite set of students and $\mathcal{F} \subseteq 2^{\mathcal{S}}$ be a partition of $\mathcal{S}$ where $f \in \mathcal{F}$ is called a family and its size is denoted as $|f|$. For $f \in \mathcal{F}$ with $|f| \geq 2$, we say that students $s$ and $s^{\prime}$ are siblings if $s, s^{\prime} \in f$. If $f \in \mathcal{F}$ is such that $f=\{s\}$, then we say that $s$ has no siblings. With a slight abuse of notation, we define function $f: \mathcal{S} \rightarrow \mathcal{F}$ to map a student into their specific family, i.e., each student $s \in \mathcal{S}$ belongs to family $f(s) \in \mathcal{F}$. Note that students $s$ and $s^{\prime}$ are siblings if $f(s)=f\left(s^{\prime}\right)$ and a student $s$ has no siblings when $f(s)=\{s\}$.

Let $\mathcal{C}$ be a finite set of schools and $\mathcal{G}$ be the set of grade levels. With a slight abuse of notation, we define a function $g: \mathcal{S} \rightarrow \mathcal{G}$ that maps a student $s \in \mathcal{S}$ into the grade level $g(s)$ to which they are applying to. We denote by $\mathcal{S}^{g} \subseteq \mathcal{S}$ the set of students applying to grade level $g \in \mathcal{G}$. We assume that each school $c \in C$ offers $q_{c}^{g} \in \mathbb{Z}_{+}$seats on grade level $g \in \mathcal{G}$, where $q_{c}^{g}=0$ means that school $c$ does not offer grade $g$.

Let $\mathcal{E} \subseteq \mathcal{S} \times \mathcal{C} \cup\{\emptyset\}$ be the set of feasible pairs, i.e., $(s, c) \in \mathcal{E}$ implies that student $s$ and school $c$ deem each other acceptable and $q_{c}^{g(s)}>0 ; \emptyset$ represents being unassigned. A matching is an assignment $\mu \subseteq \mathcal{E}$ such that (i) each student is assigned to at most one school in $C$, and (ii) each school is assigned at most its capacity in each grade level. Formally, for $\mu \subseteq \mathcal{E}$, let $\mu(s) \in \mathcal{C} \cup\{\emptyset\}$ be the school that student $s$ was assigned to, $\mu(f) \subseteq \mathcal{C}$ be the subset of schools where the students of family $f$ were assigned to, i.e., $\mu(f)=\{\mu(s): s \in f\}$, and $\mu(c) \subseteq \mathcal{S}$ be the set of students assigned to school $c$. Given a grade $g$, we denote by $\mu^{g}(c)$ the set of students assigned to school $c$ at grade $g$. Then, a matching satisfies that (i) $\mu(s) \in \mathcal{C} \cup\{\emptyset\}$ for all students $s \in \mathcal{S}$ and (ii) $\left|\mu^{g}(c)\right| \leq q_{c}^{g}$ for all schools $c \in \mathcal{C}$ and grade levels $g \in \mathcal{G} \cdot{ }^{1}$

Each family $f=\left\{s_{1}, \ldots, s_{\ell}\right\} \in \mathcal{F}$ has a strict preference order $>_{f}$ over tuples in $(C \cup\{\emptyset\})^{\ell}$, which means that $\left(c_{1}, \ldots, c_{\ell}\right)>_{f}\left(c_{1}^{\prime}, \ldots, c_{\ell}^{\prime}\right)$ implies that family $f$ prefers that its members $s_{1}, \ldots, s_{\ell}$ go to schools $c_{1}, \ldots, c_{\ell}$ over $c_{1}^{\prime}, \ldots, c_{\ell}^{\prime}$, respectively. On the other hand, each school $c \in C$ has a strict preference order $>_{c}$ over feasible subsets of $\mathcal{S}$ which means that for subsets $S, S^{\prime} \subseteq \mathcal{S}$ that satisfy grade level capacities, $S>_{c} S^{\prime}$ denotes that school $c$ prefers students in $S$ over students in $S^{\prime}$.

As Roth [23] discusses, a desired property of any matching is stability, i.e., that there is no group of agents that prefer to circumvent their current match and be matched to each other. Given a matching $\mu \subseteq \mathcal{E}$, we say that student $s$ has justified envy towards another student $s^{\prime}$ assigned to school $c$ if (i) $g(s)=g\left(s^{\prime}\right)$, (ii) $(c, \mu(f \backslash\{s\}))>_{f} \mu(f)$, and (iii)

[^1]$(\mu(c) \cup\{s\}) \backslash\left\{s^{\prime}\right\}>_{c} \mu(c)$. In words, the first condition states that both students belong to the same grade level; the second condition implies that the family prefers that $s \in f$ is assigned to $c$ rather than $\mu(s)$, given the assignment of their siblings; and the third condition states that school $c$ prefers the set of student that replaces $s^{\prime}$ with $s$. In addition, we say that a matching $\mu$ is non-wasteful if there is no student $s \in \mathcal{S}$ and school $c$ such that $(c, \mu(f \backslash\{s\}))>_{f} \mu(f)$ and $\left|\left\{s^{\prime} \in \mu(c): g\left(s^{\prime}\right)=g(s)\right\}\right|<q_{c}^{g}$. Finally, we say that a matching is stable if no student has justified envy and it is non-wasteful.

To account for sibling priorities, we aim to reshape the space of preferences of the schools. Sibling priorities can happen in two forms:
(1) Static priority: A family $f \in \mathcal{F}$ has static priority in school $c$ if one or more students in $f$ are applying to $c$ and have a sibling who is currently enrolled in $c$ and is not participating in the admission process. ${ }^{2}$ Therefore, school $c$ prefers each student in $f$ over students in $\mathcal{S}$ with no sibling priority.
(2) Adaptive priority: A family $f \in \mathcal{F}$ has adaptive priority in school $c$ if two or more students in $f$ are simultaneously applying to $c$. Therefore, school $c$ prefers those students in $f$ over students in $\mathcal{S}$ with no sibling priority. This type of priority is called adaptive because students get prioritized only if another sibling is assigned to the school, i.e., priorities adapt to the current matching.

Throughout the paper, we often shorten sibling priority as priority. Under static (resp. adaptive) priorities, we say that student $s$ provides sibling priority in school $c$ if $s$ is currently enrolled (resp. assigned) in $c$, and we say that the siblings of $s$ receive sibling priority in school $c$. Note that a student may receive static and adaptive priority in different schools or both types of priority in the same one. For instance, suppose that a family $f=\left\{s, s^{\prime}\right\}$ is applying to schools $c$ and $c^{\prime}$, and that $s$ and $s^{\prime}$ have a sibling $s^{\prime \prime} \notin \mathcal{S}$ currently enrolled in $c$ and not applying to the system. If $s$, who receives static priority from $s^{\prime \prime}$ in school $c$, gets assigned to school $c^{\prime}$ in the current matching, ${ }^{3}$ then $s^{\prime}$ would receive static priority in $c$ and adaptive priority in $c^{\prime}$. In contrast, if $s$ gets assigned to $c$, then $s^{\prime}$ receives both static and adaptive priority in $c$. Therefore, we assume that static priority overrules adaptive priority, i.e., a student with potentially both priorities in a given school can only benefit from the static priority. ${ }^{4}$ In other words, students are not additionally prioritized if they have siblings enrolled and also siblings currently matched. We borrow this assumption from practice, as in certain school districts (e.g., in Chile), the clearinghouse prefers to assign students with static priority because their probability of enrollment is higher compared to students without siblings currently enrolled.

Given the above, in practice, these priorities define three disjoint groups of applicants in each school: (i) students with static priority, (ii) students with adaptive priority, and (iii) students with no priority. Within each group, all students are equally preferred by the school, and thus the clearinghouse breaks ties using a random tie-breaker. Note that if there are only students with no priority and families with static priorities, then the random tie-breaker defines a strict order over the whole set students $\mathcal{S}$ in each school, as the group with siblings will be always prioritized over the group with no siblings. Thus, in this case, for any school $c \in C,>_{c}$ would be as if no student had siblings, but with the group of students with sibling priority placed first in the list and then the rest. ${ }^{5}$ This implies the following immediate corollary.

Corollary 3.1 ([10]). If there are no students who can receive adaptive priority, then a stable matching exists.

[^2]Given this positive result, we focus our attention on adaptive priorities where the existence may not be guaranteed. Henceforth, we consider the following assumption.

Assumption 3.1. No student has static priority in any school. Thus, in each school, the set of students are composed by two disjoint groups of applicants: (i) students with (adaptive) sibling priority, and (ii) students with no priority.

In the remainder of the paper, we use sibling priority and adaptive priority interchangeably. In addition, we assume that schools break ties within each group with a random tie-breaker and we denote by $p_{s, c} \in \mathbb{R}_{+}$the value of the random tie-breaker of student $s$ for school $c$. As opposed to static priorities, the combination of adaptive priorities and random tie-breakers do not define a unique order among any two pair of students for each school, as this pair may change from one priority class to the other depending on the current match of their siblings. In fact, the existence of a stable matching is not guaranteed as shown in [6] (see their Proposition 1).

The main challenge with adaptive priorities is the dependency on the current matching. Specifically, consider a family $f=\left\{s, s^{\prime}\right\}$ and a matching mechanism that, at some step, matches student $s$ to school $c$ and student $s^{\prime}$ to some school $c^{\prime} \in \mathcal{C} \cup\{\emptyset\} \backslash\{c\}$ such that $(c, c)>_{f}\left(c, c^{\prime}\right)$. Then, $s^{\prime}$ has adaptive priority in $c$, and the mechanism would assign $s^{\prime}$ to $c$ in grade level $g\left(s^{\prime}\right)$, potentially displacing another student $s^{\prime \prime} \notin f$ without priority applying to the same grade $g\left(s^{\prime}\right)$. Given that multiple families are simultaneously applying to different schools and grade levels, a stable matching may not exist as we previously mentioned. To address this simultaneity challenge, school districts have either (i) defined an order to process grades, and the clearinghouse updates adaptive priorities before moving to the next grade [6]; or (ii) do not consider adaptive priorities. As we discuss in Appendix A, different processing order of grade levels lead to different outcomes.

The design of adaptive sibling priorities opens four immediate important questions. First, what is an appropriate notion of stability to capture adaptive priorities? Second, under which assumptions can we guarantee the existence of a stable matching? Third, if such assumptions exist, can we find a stable matching under adaptive priorities efficiently? And finally, what are the properties of these stable matchings? Our goal in the next section is to simplify the space of preferences and formalize how siblings' priorities affect schools' ordering of students, so as to properly define a new notion of stability that considers adaptive priorities.

### 3.1 Simplifying the space of preferences and priorities

The definition of justified envy in the previous section assumes that schools have preferences over sets of students, and that families have joint preferences over tuples of schools. However, in most clearinghouses, preferences are not as complex. In practice, they involve students declaring linear preferences over schools, and schools' linear preferences are determined by a combination of random tie-breakers and priority groups. For this reason, in the remainder of the paper, we assume a simplified structure of preferences, as formalized in the following Assumption 3.2.

Assumption 3.2. We assume the following structure for preferences and tie-breaking rules:
(1) On the students' side, we assume that each family reports a strict preference order over $C \cup\{\emptyset\}$ and that each family member s follows the same preference order as their family among the schools that offer grade $g(s)$.
(2) On the schools' side, we assume that every school has sibling priority and uses a random tie-breaker to break ties between students in the same applicant group (i.e., students with or without sibling priority).

Although Assumption 3.2 simplifies the reporting of preferences, the sibling priority needs some limitations to ensure the fairness of the assignment, as the following example illustrates.
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Example 3.2. Consider an instance with a single level, a set of students $\mathcal{S}=\left\{a_{1}, a_{2}, a_{3}, s_{1}, s_{2}, s_{1}^{\prime}, s_{2}^{\prime}\right\}$ where $f=$ $\left\{s_{1}, s_{2}\right\}$ and $f^{\prime}=\left\{s_{1}^{\prime}, s_{2}^{\prime}\right\}$ are siblings, and a single school $c$ with capacity 4. Moreover, suppose the random-tie breakers of school $c$ are $p_{a_{1}, c}>p_{a_{2}, c}>p_{a_{3}, c}>p_{s_{1}, c}>p_{s_{2}, c}>p_{s_{1}^{\prime}, c}>p_{s_{2}^{\prime}, c}$. Then, one possible matching is $\mu=\left\{\left(a_{1}, c\right),\left(a_{2}, c\right),\left(a_{3}, c\right),\left(s_{1}, c\right),\left(s_{2}, \emptyset\right),\left(s_{1}^{\prime}, \emptyset\right),\left(s_{2}^{\prime}, \emptyset\right)\right\}$. However, the alternative matchings

$$
\mu^{\prime}=\left\{\left(a_{1}, \emptyset\right),\left(a_{2}, \emptyset\right),\left(a_{3}, \emptyset\right),\left(s_{1}, c\right),\left(s_{2}, c\right),\left(s_{1}^{\prime}, c\right),\left(s_{2}^{\prime}, c\right)\right\}
$$

and

$$
\mu^{\prime \prime}=\left\{\left(a_{1}, c\right),\left(a_{2}, c\right),\left(a_{3}, \emptyset\right),\left(s_{1}, c\right),\left(s_{2}, c\right),\left(s_{1}^{\prime}, \emptyset\right),\left(s_{2}^{\prime}, \emptyset\right)\right\}
$$

are also feasible in terms of capacity, but depending on how siblings are prioritized over students with no siblings, one would be more desirable than the other.

Note that in Example 3.2, matching $\mu^{\prime}$ is not desirable, since neither $s_{1}^{\prime}$ nor $s_{2}^{\prime}$ would be admitted in school $c$ without adaptive priority. This differs from the case of family $f$, because there is a matching $\mu$ that only accounts for random-tie breakers and no sibling priority in which $s_{1}$ is matched to $c$ and, consequently, could potentially provide adaptive priority to $s_{2}$. To rule out this issue, we restrict our attention to matchings that satisfy the following assumption.

Assumption 3.3. A student cannot simultaneously provide and receive sibling priority in a given school.
Note that the assignment $\mu^{\prime \prime}$ in Example 3.2 satisfies Assumption 3.3 and thus is a feasible matching with sibling priority. On the other hand, $\mu^{\prime}$ does not satisfy this assumption, because neither $s_{1}^{\prime}$ nor $s_{2}^{\prime}$ would be assigned in $\mu^{\prime}$ if the other is not part of $\mathcal{S}$.

Given Assumption 3.3, the key question is which matchings the clearinghouse prefers. As we saw in Example 3.2, sibling priority in $\mu^{\prime \prime}$ leads to $s_{2}$ displacing other students previously assigned in $c$. Before focusing on which matchings are preferred, we ask ourselves the following: Is a student with sibling priority "allowed" to displace any other student without priority? This question leads us to define two notions of priorities: (1) Absolute priority in which a prioritized student $s$ in school $c$ can displace any other student with no priority, regardless of their random tie-breaker; and (2) partial priority in which a prioritized student $s$ in school $c$ can displace only certain students with no priority. ${ }^{6}$

Both notions of sibling priority have implications in terms of justified-envy and, consequently, for the stability of the matching. Therefore, we formalize the concepts of absolute and partial justified-envy in Definition 3.3. For this, let $P_{\mu}(s, c)=\max _{a \in f(s) \backslash\{s\}}\left\{p_{a, c}: \mu(a)=c, a>_{c} s\right\}$ be the function that returns the highest random tie-breaker among the siblings of student $s$ currently assigned to $c$. If the student $s$ does not have a sibling currently assigned to $c$, then we define $P_{\mu}(s, c)=p_{s, c}$.

Definition 3.3 (Absolute and partial justified-envy). Consider a matching $\mu \subseteq \mathcal{E}$.

- A student with sibling priority $s$ has absolute justified-envy towards another student $s^{\prime}$ without sibling priority assigned to school $c$ if (i) $g(s)=g\left(s^{\prime}\right)$, (ii) $c>_{s} \mu(s)$, (iii) $f\left(s^{\prime}\right)=\left\{s^{\prime}\right\}$, and (iv) there exists a sibling $\bar{s} \in f(s) \backslash\{s\}$ such that $\mu(\bar{s})=c$.
- A student with sibling priority $s$ has partial justified-envy towards another student $s^{\prime}$ without sibling priority assigned to school $c$ if (i) $g(s)=g\left(s^{\prime}\right)$, (ii) $c>_{s} \mu(s)$, and (iii) $P_{\mu}(s, c)>p_{s^{\prime}, c}$.

Note that if no students have siblings applying to the system, then partial justified-envy coincides with the standard notion of justified-envy. The concepts of absolute and partial justified-envy allow us to compare students from different

[^3]applicant groups: students with sibling priority vs. students with no priority. Hence, it remains to describe how to compare students within the same applicant group. Among students with no priority, the schools compare their random tie-breaker and justified-envy is defined as usual. Among students with sibling priority, we define two approaches: (1) the Dependent rule where two students $s$ and $s^{\prime}$ that belong to different families and they have sibling priority in the same school $c$, then school $c$ compares the tie-breaker of their highest-ranked sibling already matched to $c$; (2) the independent rule where two students $s$ and $s^{\prime}$ belong to different families and they have sibling priority in the same school $c$, then school $c$ compares the tie-breaker of each competing student.

In Example 3.4 we illustrate the dependent and independent rules.

Example 3.4. Consider a single school $c$ with capacity 3 , and two families, $f=\left\{s_{1}, s_{2}\right\}, f^{\prime}=\left\{s_{1}^{\prime}, s_{2}^{\prime}\right\}$, with all students applying to the same grade. Moreover, tie-breakers are such that $p_{s_{1}, c}>p_{s_{1}^{\prime}, c}>p_{s_{2}^{\prime}, c}>p_{s_{2}, c}$. Then, $\mu\left(s_{1}\right)=c$ and $\mu\left(s_{1}^{\prime}\right)=c$. As a result, both $s_{2}$ and $s_{2}^{\prime}$ get sibling priority, but there is only one seat left. If the dependent rule is in place, then $\mu\left(s_{2}\right)=c$ and $\mu\left(s_{2}^{\prime}\right)=\emptyset$, since $p_{s_{1}, c}>p_{s_{1}^{\prime}, c}$. On the other hand, if the independent rule is in place, $\mu\left(s_{2}\right)=\emptyset$ and $\mu\left(s_{2}^{\prime}\right)=c$, since $p_{s_{2}^{\prime}, c}>p_{s_{2}, c}$.

Note that the dependent and the independent rules are used in practice. On the one hand, the dependent rule is used in Chile [6], where the clearinghouse breaks ties at the family level first, and then breaks ties within each family. On the other hand, the independent rule is used in NYC to break ties among students with sibling priority.

Based on the dependent and the independent rule, we define two notions of justified-envy: (i) dependent-justified envy and (ii) independent-justified envy.

Definition 3.5 (Dependent and independent justified-envy). Consider a matching $\mu \subseteq \mathcal{E}$.

- A student with sibling priority $s$ has dependent justified-envy toward another student with sibling priority $s^{\prime}$ from another family assigned to a school $c$ if (i) $g(s)=g\left(s^{\prime}\right)$, (ii) $c>_{s} \mu(s)$, and (iii) $P_{\mu}(s, c)>P_{\mu}\left(s^{\prime}, c\right)$.
- A student with sibling priority $s$ has independent justified-envy toward another student $s^{\prime}$ with sibling priority from another family assigned to a school $c$ if (i) $g(s)=g\left(s^{\prime}\right)$, (ii) $c>_{s} \mu(s)$, and (iii) $p_{s, c}>p_{s^{\prime}, c}$.

Among students with sibling priority and from the same family, the school compares their random tie-breaker and justified-envy is defined as usual. In summary, given two students $s$ and $s^{\prime}$ from two different families, we have:

| Student $s$ | Student $s^{\prime}$ | Justified-envy of $s$ toward $s^{\prime}$ |
| :---: | :---: | :---: |
| No adaptive priority | No adaptive priority | Standard |
| Adaptive priority | No adaptive priority | Absolute or partial |
| No adaptive priority | Adaptive priority | Absolute or partial |
| Adaptive priority | Adaptive priority | Dependent or independent |

Given Definitions 3.3 and 3.5, we can provide four notions of stability, as we formalize in Definition 3.6.

Definition 3.6. We say that a matching $\mu \subseteq \mathcal{E}$ is partial-dependent stable if it is non-wasteful, and if no student has partial and dependent justified-envy. Similarly, we define absolute-independent stable, absolute-dependent stability, partial-independent stability and partial-dependent stability.
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## 4 EXISTENCE

As discussed in [23], stability is a desirable property since it correlates with the long-term success of the matching process. Unfortunately, as we show in Propositions 4.1 and 4.2, a stable matching under any combination of adaptive priorities, according to Definition 3.6, may not exist.

Proposition 4.1. An absolute-(in)dependent stable matching may not exist, even if families are of size at most two.
Proof. There are four schools, $c_{1}, c_{2}, c_{3}$, and $c_{4}$, and one single level. The schools $c_{1}$ and $c_{3}$ have one seat, and all the other schools have two seats. There are five families of students, $f_{a}=\left\{a_{1}, a_{2}\right\}, f_{x}=\{x\}, f_{y}=\{y\}, f_{d}=\left\{d_{1}, d_{2}\right\}$, $f_{h}\{h\}$. The preferences of the families (and of each student) are the following, $f_{a}: c_{1}>c_{2}>c_{3}>c_{4} ; f_{x}: c_{2} ; f_{y}: c_{2}$; $f_{d}: c_{1}>c_{2}>c_{3} ; f_{h}: c_{4}>c_{1}$. All schools have the same tie-breaker and these are such that schools $c_{1}, c_{2}, c_{3}$ have the following student ordering $p_{h, c}>p_{d_{1}, c}>p_{x, c}>p_{y, c}>p_{d_{2}, c}>p_{a_{1}, c}>p_{a_{2}, c}$.

Note there is only one stable matching without sibling priority:

$$
\mu=\left\{\left(a_{1}, c_{4}\right),\left(a_{2}, \emptyset\right),\left(x, c_{2}\right),\left(y, c_{2}\right),\left(d_{1}, c_{1}\right),\left(d_{2}, c_{3}\right),\left(h, c_{4}\right)\right\} .
$$

Now, from this matching we can observe that student $a_{1}$ can provide sibling priority in $c_{4}$, student $d_{1}$ in $c_{1}$ and student $d_{2}$ in $c_{3}$. Then, if we sequentially apply our definition of absolute (in)dependent justified-envy, we come back to the initial matching $\mu$. Matchings outside this cycle cannot be absolute-(in)dependent stable as that would violate Assumption 3.3: any absolute-(in)dependent stable must be derived from a stable matching in the standard sense.

Proposition 4.2. A partial-(in)dependent stable matching may not exist, even if families are of size at most two and there at most two grade levels.

Proof. There are four schools, $c_{1}, c_{2}, c_{3}$, and $c_{4}$, and two levels $g_{1}$ and $g_{2}$. At level $g_{1}$, schools $c_{1}$ and $c_{3}$ have one seat, and all the other schools have two seats. At level $g_{2}, c_{1}$ has one seat, and all the other schools have zero seats. There are five families of students, $f_{a}=\left\{a_{1}, a_{2}\right\}, f_{x}=\{x\}, f_{y}=\{y\}, f_{d}=\left\{d_{1}, d_{2}\right\}, f_{h}=\left\{h_{1}, h_{2}\right\}$. All the students, except for $h_{2}$, apply to level $g_{1}$. The preferences of the students (which are the same for both levels) are the following, $f_{a}: c_{1}>c_{2}>c_{3}>c_{4} ; f_{x}: c_{2} ; f_{y}: c_{2} ; f_{d}: c_{1}>c_{2}>c_{3} ; f_{h}: c_{4}>c_{1}$. The random tie-breakers are the same for all schools and lead to the following student ordering $p_{h_{2}, c}>p_{d_{1}, c}>p_{x, c}>p_{y, c}>p_{d_{2}, c}>p_{a_{1}, c}>p_{h_{1}, c}>p_{a_{2}, c}$.

Note there is only one stable matching without sibling priority:

$$
\mu=\left\{\left(a_{1}, c_{4}\right),\left(a_{2}, \emptyset\right),\left(x, c_{2}\right),\left(y, c_{2}\right),\left(d_{1}, c_{1}\right),\left(d_{2}, c_{3}\right),\left(h_{1}, c_{4}\right),\left(h_{2}, c_{1}\right)\right\} .
$$

If we then try to adjust the matching according to our definitions of justified-envy, we find that we cycle. As in the proof of Proposition 4.1, any matching outside this cycle cannot be partial-(in)dependent stable.

One important factor for the non-existence of a partial-(in)dependent stable matching is that priorities across different grade levels can go in any possible direction, i.e., there may be families where the provider of sibling priority is at a lower level and others where the provider is at a higher level. In order to mitigate this, some clearinghouses may impose additional rules, such as the one used in Chile, where there is a specified order (e.g., decreasing) in which grade levels are processed and, consequently, sibling priorities can only move according to that order (e.g., providers are in higher grades and receivers in lower ones). However, as we show in Proposition 4.3, the non-existence results hold even if we define an order in which priorities move across grade levels.

Proposition 4.3. A partial-(in)dependent stable matching may not exist, even if families are of size at most two and there is a fixed order in which siblings provide priorities between grade levels, and there is a single tie-breaker, i.e., $p_{s, c}=p_{s}$ for all $c \in C$. This non-existence result also holds for absolute-(in)dependent stability.

Proof. Let $\Gamma$ be the instance provided in the proof of Proposition 4.2 with the two levels $g_{1}$ and $g_{2}$. We create another instance $\Gamma^{\prime}$ which is a copy of $\Gamma$ where the families and the schools have different names. Moreover, the names of the two levels are switched and the agents of $\Gamma$ do not rank those of $\Gamma^{\prime}$ and vice-versa. When we juxtapose $\Gamma$ and $\Gamma^{\prime}$ to create a new instance $\Gamma^{\prime \prime}$, we find that for any priority ordering between grade levels $g_{1}$ and $g_{2}$ there is no partial-(in)dependent stable matching.

### 4.1 Guaranteed Existence under Refined Family Preferences

An alternative explanation for the non-existence results described in the previous section is that, although students may benefit from the sibling priority, they still aim to be allocated in their most preferred school, regardless of the matching of their siblings. However, in many cases, the primary goal of the families is to get their siblings assigned to the same school. Indeed, some school districts may define as infeasible matchings where siblings are separated [9]. In other cases, the clearinghouse may explicitly elicit whether the family wants to prioritize the joint assignment of their siblings over their individual preferences. For instance, the Chilean school choice system allows families to submit a family application, whereby the family states that they prefer their siblings to be assigned to the same school over any assignment where this does not happen, even if the siblings end up being assigned together in a lower preferred school (see [6] for more details).

To capture these settings, we assume that families lexicographically prefer that their members are assigned to the same school over any other assignment where they are separated. For instance, if family $f$ includes first school $c$ and then $c^{\prime}$ in their list, then the actual preferences of each member of $s \in f$ can be written as $(c, c)>_{s}\left(c^{\prime}, c^{\prime}\right)>_{s} c>_{s} c^{\prime}$, where the tuples represent that student $s$ prefers to be assigned with at least one sibling and the non-tuples refer to individual preferences. We formalize this in Assumption 4.1.

Assumption 4.1. Students preferences are lexicographic, so that they first prefer to be assigned with at least one of their siblings, and then to be individually assigned to the schools reported in the family list.

Note that this assumption only restricts the space of families' preferences and, thus, does not affect the different definitions of stability under adaptive priorities stated in Definition 3.3. As we show in Theorem 4.4, if families' preferences follow Assumption 4.1 and families are of size at most two, then a partial-dependent stable matching exists.

Theorem 4.4. A partial-dependent stable matching exists when families are of size at most two, their preferences satisfy Assumption 4.1 and there is a single tie-breaker, i.e., $p_{s, c}=p_{s}$ for all $c \in C$. Moreover, such a matching can be found using Algorithm 1 in $O\left(|\mathcal{S}|^{2} \log |\mathcal{S}|+|\mathcal{S}| \cdot|C|\right)$.

Proof. Since the number of agents is finite and at least one student is removed from $H$ in each iteration, we know that Algorithm 1 finishes. Our proof consists in demonstrating the following statement by induction: At the end of every while iteration, the matching $\mu$ is such that no student in $\mathcal{S} \backslash H$ has partial-dependent justified envy.

Basis. At the end of the first iteration, one of the following three cases holds: (i) $\mu\left(s^{\star}\right)=\emptyset$, (ii) $\mu\left(s^{\star}\right) \neq \emptyset$ and $\mu\left(s^{\prime}\right)=\emptyset$ for all $s^{\prime} \in \mathcal{S} \backslash\left\{s^{\star}\right\}$, or (iii) $\mu\left(s^{\star}\right)=\mu\left(s^{\diamond}\right) \neq \emptyset$. In the first case, it means that there is no school listed by $s^{\star}$ that has an open seat in grade $g^{\star}$ and, thus, $s^{\star}$ has no justified-envy as no school has seats open. In the second case, $s^{\star}$ Manuscript submitted to ACM

```
Algorithm 1 Direct matching mechanism
    Initialize: \(H=\mathcal{S}, \mu=\emptyset\)
    while \(H \neq \emptyset\) do
        Find: \(s^{\star}=\operatorname{argmax}_{s \in H}\left\{p_{s}\right\}, f^{\star}=f\left(s^{\star}\right) \cap H=\left\{s^{\star}, s^{\diamond}\right\}, g^{\star}=g\left(s^{\star}\right) \quad \Delta\) Note: \(s^{\diamond}=\emptyset \Leftrightarrow f^{\star}=\left\{s^{\star}\right\}\)
        Initialize: \(\underline{c}=\emptyset\)
        for \(c \in>_{f \star}\) do \(\quad \triangleright\) In decreasing order of pref.
            if \(\left|\mu^{g^{\star}}(c)\right|<q_{c}^{g^{\star}}\) then
                    if \(\underline{c}=\emptyset\) then
                Update: \(\underline{c} \leftarrow c\)
            if \(s^{\circ}=\emptyset\) then
                Update: \(\mu \leftarrow\left\{\left(s^{\star}, c\right)\right\}, H \leftarrow H \backslash\left\{s^{\star}\right\}\)
                break
            if \(s^{\diamond} \neq \emptyset\) and \(\left|\mu^{g\left(s^{\circ}\right)}(c)\right|<q_{c}^{g\left(s^{\circ}\right)}\) then
                Update: \(\mu \leftarrow\left\{\left(s^{\star}, c\right),\left(s^{\diamond}, c\right)\right\}, H \leftarrow H \backslash f^{\star}\)
                break
        if \(s^{\star} \in H\) then
            Update: \(\mu \leftarrow\left\{\left(s^{\star}, \underline{c}\right)\right\}, H \leftarrow H \backslash\left\{s^{\star}\right\}\)
    return \(\mu\).
```

is matched to their most preferred school with seats left in $g^{\star}$; if $s^{\diamond}=\emptyset$, then $s^{\star}$ has no justified envy because there are no schools that $s^{\star}$ prefers and that have open seats. If $s^{\diamond} \neq \emptyset$, then it means that there is no school with seats open in $g\left(s^{\diamond}\right)$ and, thus, the family cannot have dependent justified envy. In the last case, family $f^{\star}=\left\{s^{\star}, s^{\diamond}\right\}$ is matched to their most preferred school that can accommodate both siblings at their respective grades. Note that the students in $f^{\star}$ cannot have justified-envy because the schools they prefer do not have enough seats to accommodate both siblings, and they prefer to be matched together over being separated.

Inductive step. Suppose that after $n$ iterations of the while loop, no student in $\mathcal{S} \backslash H$ has partial-dependent justified envy. We need to show that this is also true at the end of the $n+1$ iteration. If $H=\emptyset$, then this holds by inductive hypothesis. Otherwise, let $s^{\star}$ be the student in $H$ with the highest random tie-breaker. Then, we start searching for the acceptable schools starting from the most preferred. As soon as we find a school $\underline{c}$ with an open seat in grade $g^{\star}$ (if any), we record it. If none of the schools listed by family $f^{\star}$ have an open seat for grade $g^{\star}$, then $s^{\star}$ remains unassigned and has no justified envy towards any other matched student since they all have higher tie-breaker. Hence, we assume $\underline{c} \neq \emptyset$. If $s^{\star}$ has no siblings, then we simply add $\left(s^{\star}, \underline{c}\right)$ to $\mu$. Since all the other students previously assigned have a higher random tie-breaker than $s^{\star}$ and $\underline{c}$ is the most preferred school by $s^{\star}$ among those with seats left, then $s^{\star}$ cannot have justified-envy. Finally, if $s^{\star}$ has a sibling and school $\underline{c}$ cannot accommodate both siblings, we continue to the next preference of the family. If there is no school that can accommodate both siblings in $f^{\star}$, then we match $s^{\star}$ to $\underline{c}$ while $s^{\diamond}$ remains unassigned (recall that, by construction, $s^{\diamond} \in H$ and, thus, $p_{s^{\star}}>p_{s^{\star}}$ ). As before, $f^{\star}$ cannot have partial justified envy because there is no school that can accommodate both $\left\{s^{\star}, s^{\diamond}\right\}$ and all students previously assigned have a higher random tie-breaker than both siblings. Otherwise, if there is a school $\tilde{c} \leq_{s^{\star}} \underline{c}$ with two open seats for the siblings in $f^{\star}$, then the algorithm matches both students to $\tilde{c}$. By Assumption 4.1, we know that student $s^{\star}$ prefers being assigned with their sibling in $\tilde{c}$ over being separated from their sibling and being assigned to $\underline{c}$, and we also know that $s^{\diamond}$ prefers to be matched with $s^{\star}$ over being separated. Finally, since there is no school they prefer that can
accommodate both of them and all previously assigned students have a higher random tie-breaker, we conclude that family $f^{\star}$ cannot have partial-dependent justified envy.

So far, we have shown that at the end of the while loop we obtain a partial-dependent justify envy free matching $\mu$. To show that this matching is stable, it remains to show that $\mu$ is non-wasteful. To find a contradiction, suppose it is not. Then, there exists a pair $(s, c)$ such that $s>_{c} \emptyset, c>_{s} \mu(s)$, and $\left|\mu^{g(s)}(c)\right|<q_{c}^{g(s)}$. If $s$ has no siblings, then we know that $c$ had seats open in grade $g(s)$ in the iteration where $s$ was assigned (because $\left|\mu^{g(s)}(c)\right|$ is non-decreasing in the iterations), so this leads to a contradiction as the algorithm would have assigned $s$ to $c$. If $s$ has a sibling $s^{\prime}$, there are two cases. If $\mu(s) \neq \mu\left(s^{\prime}\right)$, then it means that there was no school in the family's list that could accommodate both siblings, and thus they were separated. In that case, the algorithm would assign student $s$ to school $\underline{c}$, i.e., their most preferred school with open seats. Since $c$ had opened seats in that iteration, it means that $\underline{c} \geq_{s} c>_{s} \mu(s)$, and thus $s$ should have been assigned to $\underline{c}$. Finally, if $\mu(s)=\mu\left(s^{\prime}\right) \neq \emptyset$, then $s$ prefers being assigned to $c$ over $\mu(s)$ only if $s$ can get assigned there with $s^{\prime}$. However, this did not happen because, when processing student $s$, school $c$ had no seats left in grade $g\left(s^{\prime}\right)$ (otherwise, we would have $\mu(s)=\mu\left(s^{\prime}\right)=c$ ) and, thus, given Assumption 4.1, it would not be true that $s$ prefers to be assigned in $c$ over their current assignment $\mu(s)$.

To conclude, note that in the worst case every student has no siblings and needs to apply to every school. Recall that a set of size $|\mathcal{S}|$ can be sorted in $O(|\mathcal{S}| \cdot \log |\mathcal{S}|)$. Steps 2-17 will be done at most $|\mathcal{S}|$ times. Step 3 takes at most $O(|\mathcal{S}| \cdot \log |\mathcal{S}|)$ and Steps 5-14 $O(|C|)$. Thus, $O(|\mathcal{S}| \cdot(|\mathcal{S}| \cdot \log |\mathcal{S}|+|C|))=O\left(|\mathcal{S}|^{2} \log |\mathcal{S}|+|\mathcal{S}| \cdot|C|\right)$.

Note that if there are families of size larger than two, a partial-dependent stable matching may not exist, as Example 4.5 illustrates. Nevertheless, considering that the vast majority of families that participate in these systems involve at most two siblings, ${ }^{7}$ and that families generally prefer that their members go to the same school, this result is of high practical value. In addition, note that the proof of Theorem 4.4 is constructive, as it provides a mechanism that allows finding a stable matching under adaptive preferences. This mechanism, outlined in Algorithm 1, extends the Random Serial Dictatorship (RSD) algorithm [1] to jointly assign siblings if there is enough capacity to accommodate them. Specifically, the algorithm iterates over students in decreasing order of their random tie-breaker. If a student $s$ has no siblings, the algorithm matches $s$ to their most preferred school among those with seats left. If a student $s$ has a sibling, then the algorithm stores (in $\underline{c}$ ) $s$ 's most preferred school with seats left in $g(s)$ and then tries to jointly assign the family $f(s)$ in order of their preferences. If a school $c^{\prime}$ has seats left in both grades, then both siblings are assigned to $c^{\prime}$. In contrast, if no such school exists, student $s$ is assigned to $\underline{c}$.

Proposition 4.5. A partial-(in)dependent stable matching may not exist, even if families are of size at most three, there are at most two grades, student preferences satisfy Assumption 4.1, and there is a single tie-breaker, i.e., $p_{s, c}=p_{s}$ for all $c \in C$.

Proof. Consider an instance of the problem with five schools, $c_{1}, c_{2}, c_{3}, c_{4}$, and $c_{5}$, and two grade levels $\left\{g_{1}, g_{2}\right\}$. In $g_{1}, c_{1}$ and $c_{3}$ have capacity one, and all the other schools have capacity two. In $g_{2}, c_{3}$ has capacity one, and all the other schools have capacity zero. In addition, suppose there are five families of students, $f_{a}=\{a\}, f_{b}=\left\{b_{1}, b_{1}^{\prime}, b_{2}\right\}, f_{e}=\{e\}$, $f_{d}=\left\{d_{1}, d_{1}^{\prime}\right\}, f_{h}=\{h\}$. All the students, except for $b_{2}$, apply to level $g_{1}$. The preferences of the students (which are the same for both levels) are the following, $f_{a}: c_{1}>c_{2} ; f_{b}: c_{2}>c_{3} ; f_{e}: c_{4}>c_{1} ; f_{d}: c_{4}>c_{5} ; f_{h}: c_{3}>c_{4}$, and the random tie-breakers are such that $p_{b_{2}}>p_{h}>p_{d_{1}}>p_{e}>p_{a}>p_{b_{1}}>p_{b_{1}^{\prime}}>p_{d_{1}^{\prime}}$.
${ }^{7}$ In Chile, less than $5 \%$ of families involve more than two siblings simultaneously participating in the assignment process.
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Note there is only one stable matching without sibling priority $\mu=\left\{\left(a, c_{1}\right),\left(b_{1}, c_{2}\right),\left(b_{1}^{\prime}, c_{2}\right),\left(b_{2}, c_{3}\right),\left(e, c_{4}\right),\left(d_{1}, c_{4}\right)\right.$, $\left.\left(d_{1}^{\prime}, c_{5}\right),\left(h, c_{3}\right)\right\}$. If we then try to sequentially adjust $\mu$ following the preferences and stability assumptions of Theorem 4.4, we return to $\mu$. Moreover, any other possible matching with sibling priority is not partial-dependent stable due to Assumption 3.3 (as argued in previous proofs). Note that this example still holds if we consider adaptive stability under partial independent justified-envy.

As we formalize in Theorem 4.6, another case in which we can guarantee existence is when there is a single grade level. This case is also of practical relevance, since it would allow us to account for adaptive priorities in the presence of twins, and it would also capture other relevant settings such as daycare and refugee resettlement, which could be thought as having a single grade level.

Proposition 4.6. A partial-dependent stable matching exists when there is a single grade level, families preferences satisfy Assumption 4.1 regardless of the family sizes, and there is a single tie-breaker, i.e., $p_{s, c}=p_{s}$ for all $c \in C$. Such a matching can be found in $O\left(|S|^{2} \log |\mathcal{S}|+|\mathcal{S}| \cdot|\mathcal{C}|\right)$.

Proof. The proof follows a similar reasoning as the one of Theorem 4.4, provided that Algorithm 1 is updated as follows. First, in Step 3, the set $f^{\star}$ may have more than two members. In Step 13, the algorithm may try to match as many of the siblings as possible to school $c$, provided that it has open seats in the corresponding grade levels. This operation can be done safely because there is a single tie-breaker, siblings have the same preferences, and we use the dependent rule to break ties among students with sibling priority. Therefore, the algorithm does not cycle, which indeed may happen in the case of families of size three on multiple levels.

## 5 COMPLEXITY ANALYSIS: MAXIMUM CARDINALITY

In this section, we analyze the computational complexity of finding a partial-dependent stable matching that is of maximum cardinality, when preferences satisfy Assumption 4.1. In this setting, there may be partial-dependent stable matchings of different cardinalities, as we show in the following example.

Example 5.1. Suppose that there is one grade level, two schools $c_{1}$ and $c_{2}$ with capacities three and two, respectively, and four families $f_{a}=\{a\}, f_{b}=\{b\}, f_{d}=\{d\}, f_{e}=\left\{e_{1}, e_{2}\right\}$. The preferences of the families are $f_{a}: c_{2}>c_{1}, f_{b}: c_{1}, f_{d}: c_{1}$, $f_{e}: c_{1}>c_{2}$, while the random tie-breakers are as follows: for $c_{1}$ we have $p_{a, c_{1}}>p_{b, c_{1}}>p_{e_{1}, c_{1}}>p_{d, c_{1}}>p_{e_{2}, c_{1}}$ and for $c_{2}$ we have $p_{e_{1}, c_{2}}>p_{e_{2}, c_{2}}>p_{a, c_{2}}\left(f_{b}\right.$ and $f_{d}$ do not apply to $c_{2}$, so we do not need tie-breakers for them). Note that we can find two partial-dependent stable matchings of different cardinality: $\mu^{\prime}=\left\{\left(a, c_{1}\right),\left(b, c_{1}\right),\left(d, c_{1}\right),\left(f_{1}, c_{2}\right),\left(f_{2}, c_{2}\right)\right\}$ and $\mu^{\prime \prime}=\left\{\left(a_{1}, c_{2}\right),\left(b, c_{1}\right),(d, \emptyset),\left(f_{1}, c_{1}\right),\left(f_{2}, c_{1}\right)\right\}$.

As the previous example illustrates, the Rural Hospital Theorem [21, 22] does not hold in our framework. Therefore, it is essential to understand the complexity of finding the maximum cardinality partial-dependent stable matching. We now formalize the problem of finding such a matching.

Problem 5.1. Let $\left.\Gamma=\langle\mathcal{S}, C, \mathcal{F}\rangle,, \mathbf{c},\left\{p_{s, c}\right\}_{s \in \mathcal{S}, c \in C}\right\rangle$ be an instance of the school choice problem with families, incomplete preference lists for the families, and let $K \in \mathbb{Z}_{+}$be a non-negative integer target value. Is there a matching $\mu$ such that $|\mu| \geq K$, and $\mu$ is a partial-dependent stable matching in $\Gamma$ ?

We denote this problem as MAX-CARD FAM .
In Theorem 5.2, we show that Problem 5.1 is NP-complete, and we defer the proof to Appendix B. Note that this result also holds if we restrict attention to partial-independent stable matchings.

Theorem 5.2. Problem 5.1 is NP-complete, even if there are families of size at most three and two grade levels.

## 6 CONCLUSIONS

Motivated by the context of school choice with sibling priorities, we study the problem of finding a stable matching under adaptive priorities, i.e., students get prioritized if they have siblings participating in the process and who are currently assigned. We start by introducing a model of a matching market where siblings may apply together to potentially different grade levels. We argue that the standard notion of stability may not work if we allow priorities to (adapt) be a function of the matching. As a result, we define a series of assumptions on families' preferences and school priorities tailored to follow existent practices, and we introduce several novel notions of stability under adaptive preferences. Although we show that a stable matching may not exist in general, such a matching exists if families strictly prefer that their members remain together over being separated and that families are of size at most two. Moreover, we show that a stable matching also exists when there is a single grade level for any family size. Finally, we show that finding a maximum cardinality stable matching under adaptive priorities is NP-hard.

Our results show that adaptive priorities must be carefully designed to ensure the existence of a stable assignment. Moreover, several design choices have relevant implications, namely, how to break ties within and across priority groups and how families prioritize the joint assignment of their members. Hence, the insights derived from our work may help design these policies, either in the context of school choice or in other contexts, such as daycare assignments, and refugee resettlement, among others.

Our work opens several directions for future research. First, we are working on extending our existence and complexity results to the other notions of stability introduced in our work. Second, we are working on how to efficiently solve the problem of finding a stable matching under adaptive priorities using mathematical programming tools. Finally, we are collaborating with the Ministry of Education of Chile to showcase the potential benefits of considering adaptive priorities when solving the assignment of students to schools.
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## A EXTRA DISCUSSION ON HOW TO PROCESS GRADE LEVELS AND OTHERS

As proposed in [6], one option to handle adaptive priorities is to define an order in which grades are processed and sequentially solve the assignment of each grade level using the student-optimal variant of DA. More specifically, the algorithm in [6] starts processing the highest grade (i.e., 12th grade). Then, before moving to the next grade, the sibling priorities are updated, considering the assignment of the grade levels already processed. After processing the final grade level (i.e., Pre-K), this procedure finishes. Notice that this heuristic obtains a stable assignment if the preferences of families satisfy higher-first, i.e., each family prioritizes the assignment of their oldest member (see Proposition 2 in [6]). However, this is not the case if some families' preferences do not satisfy this condition. In addition, as Example A. 1 illustrates, the order in which grades are processed matters.

Example A.1. Consider an instance with two grades $g_{1}<g_{2}$, two schools $c_{1}$ and $c_{2}$ with one seat in each grade, one family $f=\left\{f_{1}, f_{2}\right\}$, and two additional students, $a_{1}$ and $a_{2}$. Students $f_{1}$ and $a_{1}$ apply to grade $g_{1}$, and $f_{2}$ and $a_{2}$ apply to grade $g_{2}$. Finally, the preferences and priorities are:

$$
\begin{align*}
& \left(c_{2}, c_{1}\right)>_{f}\left(c_{1}, c_{1}\right)>_{f}\left(c_{2}, c_{2}\right)>_{f}\left(c_{1}, c_{2}\right) \\
& c_{2}>_{a_{1}} c_{1} \\
& c_{1}>_{a_{2}} c_{2}  \tag{1}\\
& p_{a_{1}, c_{1}}>p_{f_{1}, c_{1}} \text { and } p_{a_{2}, c_{1}}>p_{f_{2}, c_{1}} \\
& p_{a_{1}, c_{2}}>p_{f_{1}, c_{2}} \text { and } p_{a_{2}, c_{2}}>p_{f_{2}, c_{2}} .
\end{align*}
$$

Since the preferences $>_{f}$ are responsive, we can easily derive the related individual preferences $>_{f_{1}}$ and $>_{f_{2}}$, which are $c_{2} \succ_{f_{1}} c_{1}$ and $c_{1} \succ_{f_{2}} c_{2}[12,13]$. We observe that, if grades are processed in decreasing order (as in Chile), we obtain the matching $\mu=\left\{\left(f_{1}, c_{2}\right),\left(a_{1}, c_{1}\right),\left(f_{2}, c_{2}\right),\left(a_{2}, c_{1}\right)\right\}$. In contrast, if we process grades in increasing order, we obtain the matching $\mu^{\prime}=\left\{\left(f_{1}, c_{1}\right),\left(a_{1}, c_{2}\right),\left(f_{2}, c_{1}\right),\left(a_{2}, c_{2}\right)\right\}$.

## B MISSING PROOFS IN SECTION 5

Our reduction is done from the problem of finding a maximum cardinality stable matching in a market where schools are partitioned in sets and each set of schools receives some extra seats that should be allocated optimally.

Problem B.1. Let $\left.\Gamma=\langle\mathcal{S}, \mathcal{C}, \mathcal{F}\rangle,, \mathbf{c},\left\{p_{s, c}\right\}_{s \in \mathcal{S}, c \in \mathcal{C}}\right\rangle$ be an instance of the school choice problem with families, incomplete preference lists for the families, a partition $\mathcal{P}=\left\{C_{1}, \ldots, C_{q}\right\}$ of $C$, budget for each part $\left\{B_{k} \in \mathbb{Z}_{+}: k \in[q]\right\}$, and let $K \in \mathbb{Z}_{+}$be a non-negative integer target value. Is there a non-negative allocation vector $\mathbf{t} \in \mathbb{Z}_{+}^{C}$ and a matching $\mu_{\mathbf{t}}$ such that $\left|\mu_{\mathrm{t}}\right| \geq K$, where $\mathbf{t}$ is such that $\sum_{j \in C_{k}} t_{j} \leq B_{k}$ for each $k \in[q]$ and $\mu$ is a stable matching in the expanded instance $\Gamma_{t}$ ?

We denote this problem as MAX-CARD ${ }_{E X P}^{S U B}$.
Proof of Theorem 5.2. We provide a reduction from Max-Card Exp $_{\text {SUB }}^{\text {[5] }}$ ], the problem of finding a maximum cardinality stable matching in a instance where preferences may be incomplete, schools are partitioned into subsets and every such set has a budget to expand schools' capacities. From the proof of Theorem 5.2 in [5], we deduce the following assumptions on the generic instance of MAX-CARD ${ }_{\text {EXP }}^{\text {SUB }}$.

- The partition of schools $\mathcal{P}=\left\{C_{1}, \ldots, C_{p}\right\}$ is made of subsets of size at most two and for each such $C_{k}$ there is an extra budget $B_{k} \leq 1$ for $k \leq l$.
- Every school that is partitioned as a singleton has capacity one and an extra capacity zero. We denote by $C^{\star}$ the set of these schools.
- Every school that is partitioned in a subset of cardinality two $\left(C_{k}\right)$, has capacity zero; the budget of extra capacities allocated to such pair of schools is one, $B_{k}=1$. We denote by $C^{\star \star}$ the set of schools with capacity zero; for simplicity we assume that $C_{i}$ with $i \leq t$ we have the schools with capacity zero. Every school with capacity zero has a preference list of length one, i.e., it ranks only one student; moreover, we make the crucial assumption that one of the two students ranked by the pair of schools is ranked only once by a pair of schools. ${ }^{8}$
The objective in instance $\Gamma$ is to find a stable matching of cardinality at least $K$. Given an instance $\Gamma$ of Problem 5.1, we build an instance $\Gamma^{\prime}$ of MAX-CARD FAM with two grades, $g_{1}, g_{2}$, and families of size at most three. First of all, we create a copy of $\mathcal{S}$ in $\Gamma^{\prime}$. For every school $c$ in $C^{\star}$ we create a copy of $c$ in $\Gamma^{\prime}$ with the same preference list and the same capacity at level $g_{1}$. For a school $c$ in $C^{\star \star}$, let $C_{r}=\left\{c_{r}^{\prime}, c_{r}^{\prime \prime}\right\}$ be the subset of the partition $\mathcal{P}$ to which $c$ belongs. Assume the preference lists of $c_{r}^{\prime}, c_{r}^{\prime \prime}$ in $\Gamma$ are $c_{r}^{\prime}: s_{r}^{\prime}$ and $c_{r}^{\prime \prime}: s_{r}^{\prime \prime}$, respectively. In $\Gamma^{\prime}$ we create two new schools $\bar{c}_{r}$ and $c_{r}^{+}$(note that we make no copies of $c_{r}^{\prime}$ and $c_{r}^{\prime \prime}$ ) and three new students $y_{r}^{\prime}, y_{r}^{\prime \prime}$ and $w_{r}$. In $\Gamma^{\prime}$, students $s_{r}^{\prime}, s_{r}^{\prime \prime}, w_{r}$ and $y_{r}^{\prime}$ apply to level $g_{1}$, while $y_{r}^{\prime \prime}$ applies to level $g_{2}$. All the other students in $\Gamma$ that are not ranked by a school in $C^{\star \star}$, apply in $\Gamma^{\prime}$ to grade $g_{1}$. On the other hand, school $c_{r}^{+}$has only one capacity at level $g_{1}$ and one capacity at level $g_{2}$; school $\bar{c}_{r}$ has two capacities at level $g_{1}$ and no seats at level $g_{2}$. We assume $s_{r}^{\prime \prime}$ is the student that is only ranked once by a pair of schools in $\Gamma$, and we create the family $f_{r}=\left\{s_{r}^{\prime \prime}, y_{r}^{\prime}, y_{r}^{\prime \prime}\right\}$ in $\Gamma^{\prime}$. The preferences of these agents in $\Gamma^{\prime}$ are as follows.
- $\bar{c}_{r}: y_{r}^{\prime}>s_{r}^{\prime}>w_{r}>s_{r}^{\prime \prime}>y_{r}^{\prime \prime}$.
- $c_{r}^{+}: w_{r}>y_{r}^{\prime}>y_{r}^{\prime \prime}>s_{r}^{\prime \prime}$.
- $w_{r}: \bar{c}_{r}>c_{r}^{+}$.
- In the original preference list of $s_{r}^{\prime \prime}$ we substitute $c_{r}^{\prime}$ with $c_{r}^{+}>\bar{c}_{r}$. Therefore, the preference list of $f_{r}$ is the same as $s_{r}^{\prime \prime}$. All the schools ranked by $f_{r}$ that are not $\left\{c_{r}^{+}, \bar{c}_{r}\right\}$, they rank $y_{r}^{\prime}$ and $y_{r}^{\prime \prime}$ last.

[^4]- In the original preference list of $s_{r}^{\prime}$ we substitute $c_{r}^{\prime \prime}$ with $\bar{c}_{r}$.

From the assumption that $s_{r}^{\prime \prime}$ is ranked only once by a pair in $\Gamma$, it follows that $s_{r}^{\prime \prime}$ has only two siblings, which are exactly $y_{r}^{\prime}$ and $y_{r}^{\prime \prime}$. Note that $c_{r}^{+}$and $y_{r}^{\prime \prime}$ will always be matched together. Let $l$ be the number of paired sets from $\mathcal{P}$ in $\Gamma$ (i.e., half the number of schools in $C^{\star \star}$ ).

Let $M$ be a stable matching in $\Gamma$ of cardinality at least $K$. Our goal is to find a corresponding partial-dependent stable matching $M^{\prime}$ in $\Gamma^{\prime}$ that has a cardinality at least $K+3 \cdot l$. Let $(c, s)$ be a pair in $M$. If $c$ is in $C^{\star}$, then we match $(c, s)$ in $M^{\prime}$. Otherwise, $c$ is part of a pair $C_{r}=\left\{c_{r}^{\prime}, c_{r}^{\prime \prime}\right\}$. If $c=c_{r}^{\prime}$, then we match $\left(\bar{c}_{r}, s_{r}^{\prime}\right),\left(\bar{c}_{r}, w_{r}\right),\left(c_{r}^{+}, y_{r}^{\prime \prime}\right)$ and $y_{r}^{\prime}$ with a school ranked at least as $c_{r}^{+}$. On the other hand, if $c=c_{r}^{\prime \prime}$, then we match $\left(\bar{c}_{r}, s_{r}^{\prime \prime}\right),\left(\bar{c}_{r}, y_{r}^{\prime}\right),\left(c_{r}^{+}, w_{r}\right)$, and $\left(c_{r}^{+}, y_{r}^{\prime \prime}\right)$. Finally, it may happen that some schools in $C^{\star \star}$ may be under-subscribed in $\Gamma$; in this case, we match $\left(\bar{c}_{r}, w_{r}\right),\left(c_{r}^{+}, y_{r}^{\prime \prime}\right)$, and $y_{r}^{\prime}$ with a school ranked at least as $c_{r}^{+}$. We need to prove that the matching $M^{\prime}$ that we just built is partial-dependent stable in $\Gamma^{\prime}$. First, the pairs involving schools in $C^{\star}$ directly inherit the stability from $M$. Note that the set of students $\left\{y_{r}^{\prime \prime}, y_{r}^{\prime}\right\}$ will always be matched: As mentioned earlier, $y_{r}^{\prime \prime}$ will always be matched to $c_{r}^{+}$, while $y_{r}^{\prime}$ will be matched to a school that is ranked at least as $\bar{c}_{r}$. Indeed, $y_{r}^{\prime}$ can be matched to $c_{r}^{+}, \bar{c}_{r}$ or a school more preferred than these, which is under-subscribed in matching $\Gamma$. Similarly, also student $w_{r}$ is always matched to the set of schools $\left\{\bar{c}_{r}, c_{r}^{+}\right\}$. Clearly, $y_{r}^{\prime \prime}$ cannot have partial-dependent justified envy because it is assigned to the only acceptable school with a spot in $g_{2}$. If $s_{r}^{\prime}$ is matched to $\bar{c}_{r}$, then $s_{r}^{\prime \prime}$ cannot have partial-dependent justified envy because it is matched or to a better school than $\bar{c}_{r}$, or because it does not receive priority from $y_{r}^{\prime}$ (which, in this case, is matched to $c_{r}^{+}$- recall that $y_{r}^{\prime}>_{c_{r}^{+}} s_{r}^{\prime \prime}$ ). If, instead, $s_{r}^{\prime \prime}$ is matched to $\bar{c}_{r}$, then $s_{r}^{\prime}, w_{r}$ cannot have partial-dependent justified envy because $s_{r}^{\prime \prime}$ uses the priority obtained by $y_{r}^{\prime}$. Also $y_{r}^{\prime}$ cannot have partial-dependent justified envy: $c_{r}^{+}$is matched to its preferred student $\left(w_{r}\right)$ and all the schools more preferred than $\bar{c}_{r}$, prefer $s_{r}^{\prime \prime}$ to $y_{r}^{\prime}$. Finally, note that if neither $s_{r}^{\prime}$ nor $s_{r}^{\prime \prime}$ are matched to $\bar{c}_{r}$, then none of the students in the pairs $\left(\bar{c}_{r}, w_{r}\right),\left(c_{r}^{+}, y_{r}^{\prime \prime}\right)$, and $\left(y_{r}^{\prime}, \tilde{c}\right)$ (where $\tilde{c}$ is a school ranked at least as $\left.c_{r}^{+}\right)$may have partial-dependent justified envy. Therefore, we have built a partial-dependent stable matching in $\Gamma$. Note that for every pair of schools in $C^{\star \star}$, we have introduced three new students that are always matched. Hence, we obtained a matching $M^{\prime}$ of cardinality $K+3 \cdot l$.

Let $M^{\prime}$ be a partial-dependent stable matching in $\Gamma^{\prime}$ of cardinality $K^{\prime}$. Given $r \leq l$, $w_{r}$ will always be matched to a school in $\left\{\bar{c}_{r}, c_{r}^{+}\right\}, y_{r}^{\prime \prime}$ will always be matched to $c_{r}^{+}$, and $y_{r}^{\prime}$ to a school ranked at least as $\bar{c}_{r}$. Therefore, $3 \cdot l$ students will always be matched in $M^{\prime}$. Our goal is to find a corresponding stable matching $M$ in $\Gamma$ of cardinality at least $K=K^{\prime}-3 \cdot l$. For every student $s$ matched to a school $c$ in $C^{\star}$ in $\Gamma^{\prime}$, we match $(s, c)$ in $\Gamma$. On the other hand, if a student $s$ is matched to a school $\bar{c}_{r}$ for a certain $r \leq l$, then, if $s=s_{r}^{\prime}$, in $\Gamma$ we match $\left(s_{r}^{\prime}, c_{r}^{\prime}\right)$ by allocating one extra capacity to $c_{r}^{\prime}$; otherwise, if $s=s_{r}^{\prime \prime}$, in $\Gamma$ we match $\left(s_{r}^{\prime \prime}, c_{r}^{\prime \prime}\right)$ by allocating one extra capacity to $c_{r}^{\prime \prime}$. If some $\bar{c}_{r}$ does not match any student of the form $s_{r}^{\prime}, s_{r}^{\prime \prime}$, then both students are matched to a school they rank better; hence, in $\Gamma$, we can allocate the extra spot arbitrarily to $c_{r}^{\prime}$ and $c_{r}^{\prime \prime}$. We now prove the following statement: If some $\bar{c}_{r}$ does not match any student of the form $s_{r}^{\prime}, s_{r}^{\prime \prime}$, then both students are matched to a school they rank better. If the previous statement is true, then the matching $M$ in $\Gamma$ is stable since it mimics the stability of $M^{\prime}$ without needing the students of the form $\left\{y_{r}^{\prime}, y_{r}^{\prime \prime}, w_{r}\right\}_{r \leq l}$ which only make sure we can do the other inclusion; hence, we can obtain $M$ as a restriction of matching $M^{\prime}$ in $\Gamma^{\prime}$ without considering the students $\left\{y_{r}^{\prime}, y_{r}^{\prime \prime}, w_{r}\right\}_{r \leq l}$. To prove the statement, let us assume that there is $r \leq l$ for which $s_{r}^{\prime}$ and $s_{r}^{\prime \prime}$ are not matched to $\bar{c}_{r}$ and at least one of the two students is matched to a school ranked worst. Assume $s_{r}^{\prime}$ is matched to $\tilde{c}$ such that $\left.\bar{c}_{r}\right\rangle_{s_{r}^{\prime}} \tilde{c}$. Then, $\left(s_{r}^{\prime}, \bar{c}_{r}\right)$ is a blocking pair in $\Gamma^{\prime}$ since $\bar{c}_{r}$ has capacity two and $s_{r}^{\prime}$ is ranked second by $\bar{c}_{r}$. Therefore, $s_{r}^{\prime}$ is matched to a school more preferred than $\bar{c}_{r}$. Now let us assume that $s_{r}^{\prime \prime}$ is matched to $\tilde{c}$ such that $\bar{c}_{r}>_{s_{r}^{\prime \prime}} \tilde{c}$. Then, $\left(s_{r}^{\prime \prime}, \bar{c}_{r}\right)$ is a blocking pair in $\Gamma^{\prime}$ for one of the following two reasons: 1$) y_{r}^{\prime}$ is matched to $\bar{c}_{r}$ and $s_{r}^{\prime \prime}$ can
use sibling priority, 2) there is one empty capacity in $\bar{c}_{r}$ therefore the condition of non-wastefulness is not met. Finally, note that the students matched in $\Gamma^{\prime}$ that are not of the form $\left\{y_{r}^{\prime}, y_{r}^{\prime \prime}, w_{r}\right\}_{r \leq l}$ are exactly $K$, which is the number of students that we matched in $M$.

Note that the proof holds even if we set $K=n$, i.e., we are looking for a perfect stable matching.
To build our new instance, we have introduced $3 \cdot l$ new students, and we have substituted $l$ schools with $2 \cdot l$ new schools. Since $l \leq|\mathcal{S}|$, the reduction that we built is polynomial.
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[^1]:    ${ }^{1}$ Notice that the model captures other single-level applications such as refugee resettlement, college admissions and the hospital-resident problem.
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[^2]:    ${ }^{2}$ This means that this sibling is not part of the input $\mathcal{S}$.
    ${ }^{3}$ This could happen if the family prefers $s$ to be assigned in school $c^{\prime}$, or it could happen if school $c$ is over-demanded and all the seats are filled with students with static sibling priority.
    ${ }^{4}$ In the example above, $s^{\prime}$ would only have static priority.
    ${ }^{5}$ In other words, the static priority and the random tie-breaking rule define a unique set ordering $>_{c}$ which translates in a linear preference order.

[^3]:    ${ }^{6}$ A common approach used in practice is to assume that a prioritized student moves up in the order of the school until they meet their (highest ranked) siblings, displacing students with a random tie-breaker lower than the sibling who provided them with their priority.

[^4]:    ${ }^{8}$ In [5], the authors prove that MAX-CARD EXP $_{\text {SUB }}$ is NP-hard by proving a reduction from the problem of finding the maximum cadinality stable matching with ties and incomplete lists [17]. The assumption that we made (the fact that each school in a pair lists only one student), follows from the fact that in the proof of Theorem 2 in [17], the preference list of $x_{i, r}$ is only made by a tie of length two. The second assumption (the fact that one of the two students ranked by the pair is only listed by one pair) follows from the fact that $w_{i, r}$ is only ranked by $x_{i, r}$ in the proof of Theorem 2 in [17].
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