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We present FairRankTune, an open-source Python toolkit supporting end-to-end fair ranking workflows, analysis, auditing, and
experimentation. FairRankTune provides researchers, practitioners, and educators with a self-contained module for generating ranked
data, ranking strategies, and popular ranking-based fairness metrics. The central piece of FairRankTune, is the introduction of a
group fairness-tunable ranked data generator, RankTune, that is the first to streamline the creation of custom fairness-relevant ranked
datasets. RankTune advances existing typically informal data generation strategies. Its unique feature is a fairness-tuning mechanism
for controlling the fairness of generated rankings with respect to any number of protected groups, while also providing the means to
create multi-ranking datasets with similar and diverse fairness degrees. Our toolkit also offers fair ranking metrics and fairness-aware
ranking strategies side-by-side so toolkit users can directly utilize these diverse fairness tools on the generated ranking data within
one integrated platform. This not only closes the gap of limited publicly-available metric and algorithm implementations for fair
ranking, but also removes the friction of working with disparate software. We illustrate the utility of our FairRankTune toolkit by
demonstrating its use in constructing customized ranked datasets, comparing the RankTune generator against current data generation
strategies, and via a case study analyzing differences in fair ranking metrics. FairRankTune simplifies fairness workflows for auditing
and conducting research while promoting reproducibility and ease of use.
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1 INTRODUCTION

1.1 Background

Over the last several years, fairness in ranking has been an active research area due to the ubiquitous nature and societal
impact of ranking-based tasks. A significant branch of fair ranking research focuses on group-fairness [5, 19, 25, 33, 46,
53, 55, 67–69], addressing how different demographic groups of candidate items are treated in a ranking system. In
particular, the notion of statistical parity [48], meaning demographic groups receive a proportional share of favorable
rank positions, has been integrated into a plethora of ranking systems [13, 25, 28, 55, 66, 68, 69] and formulated into a
variety of metrics [5, 13, 19, 25, 33, 46, 53, 55, 67].

As this impactful area grows, a substantial obstacle faced by researchers is the unavailability of rich fairness-relevant
ranked data [36, 47, 70]. This is in part due to the challenge of releasing real-world datasets for fairness research.
Fairness analysis necessitates sensitive information such as gender, age, and race, which, when made public, can pose
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privacy risks. Legal restrictions often prevent platforms from collecting such information in the first place, along with
restrictions on its use, sharing, and retention [17]. Moreover, despite the breadth of work in constructing fair ranking
metrics [5, 19, 25, 33, 46, 53, 55, 67], few metrics have publicly available implementations [33, 53, 67]. Thus, there is a
lack of a dedicated tool providing metrics for auditing, for research, and for educational purposes within one integrated
package. Fairness-focused toolkits are almost exclusively for fair classification [4, 7, 18, 22, 29, 29, 31, 34, 49, 51, 59], and
its corresponding metrics and algorithms – in contrast to our ranking objective. Thus, these toolkits are not directly
applicable to users focused on fair ranking.

1.2 State-of-the-Art

Synthetic (generated) data has emerged as common approach for evaluating new fairness-enhanced technologies
[2, 10, 26, 27, 45]. Generated data eliminates the need for costly laborious data collection, while presenting opportunities
to study targeted custom scenarios. For this reason, in the recent fair ranking literature researchers created their own
ranked data for experimental analysis in their particular study [2, 10, 26, 27, 45]. The strategy generally employed in
Akpinar et al. [2], Bower et al. [10], Ghazimatin et al. [26], Ghosh et al. [27], Nandy et al. [45] was to assign items a
random score (from normal or uniform distributions), and then order the items in the final ranking by sorting by this
score. This approach poses two disadvantages. First, the fairness of the ranking resulting from this strategy is hard
to control since the ordering produced is entirely random, but is also potentially time-consuming. And similarly, it
requires many attempts to get it "just right" since there is no a priori indication of how fair or unfair the generated
ranking will be.

To the best of our knowledge, there is only one fairness-focused ranked data generator, the Unfair Ranking Generator
(URG) [67]. URG creates rankings based on parameter 𝑓 ∈ [0, 1]. 𝑓 adjusts the placement of items from the "protected
group", compared to the "unprotected group", from being at the bottom of the ranking (𝑓 = 0) to being at the top (𝑓 = 1).
Thus, a given 𝑓 value does not behave consistently across items sets; it may generate fair or unfair rankings depending
on the protected group’s size. Moreover, URG does not support generating rankings with > 2 groups, an increasing issue
as the fairness community moves away from assuming the presence of only two groups (e.g., only male or female).

Beyond data generation, FARE 1 [33] and FairSearch 2 [71] are the only available tools supporting fair ranking
workflows. FARE presents three fair ranking metrics, with all restricted to only binary demographic groups and assumes
the existence of a ground-truth ideal ranking. FairSearch is a companion Python tool for the works proposing FA*IR
[68] and DELTR [69] ranking methods. Unfortunately, both algorithms only support two demographic groups. The
current limited landscape for fairness-tunable data-generation [67] and fair ranking toolkits [33, 71] means practitioners,
researchers, and students lack not only advanced user-friendly ranked data generation capabilities, but also a dedicated
set of tools providing complimentary implementations of contemporary multi-group fair ranking metrics and methods.

1.3 Our Proposed Toolkit

To close the above implementation gap and reduce frictions posed by current tools, we present the FairRankTune
toolkit. We aim to help researchers, practitioners, educators and students by providing an end-to-end fair ranking
toolkit supporting data generation, bias-measurement, and bias-mitigation.

In this work, we propose a new dedicated tunable-fairness data generation strategy, called the RankTune tool, which
we include in FairRankTune. RankTune provides the following practical capabilities: RankTune (1.) can produce ranked

1https://pypi.org/project/fare/
2https://pypi.org/project/fairsearchcore/
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data along the entire statistical parity fairness spectrum, (2) can produce multiple rankings with the same degree of
fairness, (3) provides a fairness-tuning mechanism that offers a consistent usage-pattern and interpretation across
diverse item sets, and (4) supports multiple, not just binary, groups. We demonstrate the use of RankTune to create a
fairness-relevant multi-winner voting dataset (multiple voter rankings) from a single-ranking law student dataset. We
also empirically compare RankTune to the above data generation strategies from the literature, highlighting how it
advances fairness-relevant ranked data generation capabilities and ease-of-use.

FairRankTune offers a Metrics library encompassing implementations of several fairness metrics for analyzing
rankings. A key innovation of the Metrics library is providing toolkit users multiple choices for how to calculate a
given top-level metric. For instance, for group exposure [55], a popular fairness criteria [27, 55, 69], FairRankTune
offers seven ways of calculating a top-level exposure metric (e.g., min-max ratios, max absolute difference, L-2 norms
of per-group exposures, etc.). This provides enhanced modularity and lowers the barrier for researchers to conduct
additional studies, including comparing these formulations as well as conducting user studies on their interpretability.
Additionally, we provide implementations of fair re-ranking strategies [23, 25] allowing researchers to test new fairness
metrics on post-mitigation rankings and against the existing metrics in the Metrics library. Thus FairRankTune also
provides educators with a standalone framework, where students can use FairRankTune as a test-bed to generate data,
apply re-ranking strategies, and assess the fairness of the outcome.

Contributions. The resulting easy-to-use open-source Python toolkit will benefit individual practitioners as well as
the fairness research community at large by providing a standardized metric library, access to customizable ranked data
sets designed for fairness tasks, and the promotion of reproducibility. Contributions of this work include:

• FairRankTune is an open-source Python library: https://pypi.org/project/FairRankTune/. It has three main
components: data generation - RankTune (Section 2.1), the Metrics library (Section 2.2), and the bias-mitigation
Rankers module (Section 2.3).
• We present the first multi-group fairness-tunable algorithm for generating ranked data offered as the RankTune
tool. We empirically compare it with available data generators, URG [67] and strategies from recent experimental
setups [2, 10, 26, 27, 45], demonstrating RankTune’s capabilities and user-friendliness (Section 3).
• Using FairRankTune we conduct a case study performing the first comparative empirical analysis of statistical
parity metrics in multi-group rankings. We experimentally observe, that comparing certain metrics can be
misleading under specific conditions such as across datasets and different numbers of ranked items (Section 4).
• We discuss use cases of FairRankTune, and identify areas in which our toolkit’s capabilities provide unique
research opportunities (Section 5).

1.4 Related Work

Bias Mitigation and Measurement in Ranking Research in fair ranking has expanded rapidly in recent years,
including numerous surveys [21, 36, 47, 72, 73]. While there are many ethical and sociotechnical considerations in
designing fair ranking systems, we can predominately categorize recent advances as bias measurement [5, 19, 25, 33,
46, 53, 55, 67] or bias mitigation technologies [5, 15, 16, 25, 28, 42, 55, 56, 61, 68, 69]. Bias measurement focuses on
formulating metrics to measure and quantify unfairness concerns [5, 19, 25, 33, 46, 53, 55, 67]. Our toolkit makes it easy
to compare multiple metrics and conduct audits. Additionally, researchers can contrast the design of novel metrics
using the metrics offered in FairRankTune as comparative metrics. On the other hand, bias mitigation considers the
design of fairness-enhanced algorithms and fairness interventions. At a high level, fair approaches can be described as
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pre, in, or post-processing. Pre-processing address bias issues in the data prior to a downstream task like ranking or
classification [14, 22], but do not produce rankings. In-processing algorithms tend to be learning-to-rank methods that
ensure fairness at model training time [16, 42, 56, 61, 69]. Post-processing methods take an initial ranking and re-rank
items to create a fair ranking [5, 15, 25, 28, 55, 68]. Our toolkit FairRankTune facilitates testing the design of all such
novel fair ranking methods by providing researchers with a suite of metrics, baseline strategies, and a tool to generate
custom test-bed datasets.

1.5 Practitioner and Researcher Tools

Recent work has developed open-sourced fairness toolkits [3, 4, 7, 18, 22, 29, 29, 31, 34, 49, 51, 59]. As pointed out earlier,
these software packages are geared toward fair classification - not ranking. Unlike our work, they thus do not support
generating fairness-tunable ranked data or analyzing and creating fair rankings. Examples include Aequitas [51] a
toolkit for auditing classification models for different fairness concerns, LiFT [59] a Spark-based tool for monitoring
fairness within in-production (industrial) machine learning pipelines developed by LinkedIn, and AI-Fairness-360

[4] a toolkit containing fair-classification methods, and metrics maintained by IBM.
Within ranking systems, there are many software packages simulating and helping researchers study sociotechnical

issues [9, 24, 38, 41, 43, 52]. In contrast to our work, they do not focus on contemporary fairness notions as conceptualized
by the algorithmic fairness community. Instead, they support studying diverse issues such as popularity bias, polarization,
and misinformation. Examples include SIREN [9] a tool for studying filter bubbles, T-RECS [38] a simulation environment
for polarization, and (mis) information, and MARS-Gym [52] facilitates the simulation of marketplace recommendations.

2 THE FAIRRANKTUNE TOOLKIT

We now present the the FairRankTune toolkit and its main components. Section 2.1 introduces our fairness-tunable
ranked data generation tool, RankTune; describing its novel data generation strategy. Section 2.2 overviews the metrics
library included in FairRankTune, along with FairRankTune’s innovative aspects for conducting research and facilitat-
ing learning. Section 2.3 describes the fair ranking strategies included in the Rankers module of FairRankTune, while
Section 2.4 demonstrates the use of FairRankTune for creating and analyzing a multi-winner voting dataset.

2.1 RANKTUNE Data Generator

The first component of FairRankTune is the new fairness-tunable ranked data generator RankTune.

2.1.1 Notation. We use the symbol 𝑋 = 𝑥1, 𝑥2, ..., 𝑥𝑛 to represent items to be ordered in a ranked list 𝜏 . 𝜏 (𝑥𝑖 ) denotes
the ordinal position of item 𝑥𝑖 in the ranking 𝜏 . Items, sometimes called documents, candidates, or providers, belong to
a group defined by a shared protected attribute value, such as, gender = "woman". We represent the groups associated
with the items as𝐺 = 𝑔1, 𝑔2, ..., 𝑔𝑚 . We use 𝐷𝑋 = (𝑝𝑋 :𝑔1 , ..., 𝑝𝑋 :𝑔𝑚 ) to represent the distribution of groups in the item
set 𝑋 , where the proportion of each group is 𝑝𝑋 :𝑔𝑚 = |𝑔𝑚 |/|𝑋 |. For example, 𝐷𝑋 = (0.2, 0.3, 0.5) indicates that 𝑔1
corresponds to 20% of items in 𝑋 , and 𝑔2 and 𝑔3 to 30% and 50% of 𝑋 , respectively.

2.1.2 Underlying Core Idea. RankTune is a fairness-tunable ranked data generation method. It constructs a ranking 𝜏 by
placing items into 𝜏 from top to bottom. The idea behind RankTune is that to construct a "fair" ranking, each time we
place an item in the generated ranking, the likelihood of placing an item ∈ 𝑔𝑖 should be equal to 𝑔𝑖 ’s proportion of the
items (i.e., if 𝑝𝑥 :𝑔𝑖 = 0.2, meaning 𝑔𝑖 is 20% of 𝑋 then 𝑔𝑖 should have a 20% chance of being placed). Then, on the other
side of the spectrum, if we want a completely "unfair" ranking, we should place items into 𝜏 such that groups are ordered
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Algorithm 1 Pseudocode of Core RankTune Data Generation Methodology
Input: Item set 𝑋 and groups 𝐺 , unfairness tuning parameter 𝜙 .
Output: Ranking 𝜏 .
1: 𝜏 ← []
2: 𝐷𝑋 ← (𝑝𝑥 :𝑔1 , ..., 𝑝𝑥 :𝑔𝑚 ) // Each group’s proportion of 𝑋
3: 𝑔𝑚𝑖𝑛 ← group id of smallest group
4: 𝜙𝑠𝑐𝑎𝑙𝑒𝑑 ← (1 − 𝜙) ∗ (1 − 𝑝𝑥 :𝑔𝑚𝑖𝑛

) + 𝑝𝑥 :𝑔𝑚𝑖𝑛

5: 𝐷𝑡𝑎𝑟𝑔𝑒𝑡 ← (𝐷𝑋 /(1 − 𝑝𝑥 :𝑔𝑚𝑖𝑛
) ∗ (1 − 𝜙𝑠𝑐𝑎𝑙𝑒𝑑 )

6: 𝐷𝑡𝑎𝑟𝑔𝑒𝑡 (𝑔𝑚𝑖𝑛) ← 𝜙𝑠𝑐𝑎𝑙𝑒𝑑 // so
∑
𝐷𝑡𝑎𝑟𝑔𝑒𝑡 = 1

7: 𝑙𝑜𝑤𝐶𝑜𝑢𝑛𝑡 ← 0
8: 𝑙𝑜𝑤𝐵𝑜𝑢𝑛𝑑 & 𝑢𝑝𝑝𝑒𝑟𝐵𝑜𝑢𝑛𝑑 ← empty arrays of size |𝐺 |
9: for each 𝑔𝑖 ∈ 𝐺 do // Map Target Distribution to [0, 1]
10: 𝑙𝑜𝑤𝐵𝑜𝑢𝑛𝑑 [𝑔𝑖 ] ← 𝑙𝑜𝑤𝐶𝑜𝑢𝑛𝑡

11: 𝑢𝑝𝑝𝑒𝑟𝐵𝑜𝑢𝑛𝑑 [𝑔𝑖 ] ← 𝑙𝑜𝑤𝐶𝑜𝑢𝑛𝑡 + 𝐷𝑡𝑎𝑟𝑔𝑒𝑡 (𝑔𝑖 )
12: 𝑙𝑜𝑤𝐶𝑜𝑢𝑛𝑡 ← 𝑙𝑜𝑤𝐶𝑜𝑢𝑛𝑡 + 𝐷𝑡𝑎𝑟𝑔𝑒𝑡 (𝑔𝑖 )
13: while each group has unplaced items do
14: 𝑟 ← 𝑟𝑎𝑛𝑑𝑜𝑚( [0, 1])
15: 𝑔2𝑝 ← s.t. 𝑙𝑜𝑤𝐵𝑜𝑢𝑛𝑑 [𝑔2𝑝 ] < 𝑟 < 𝑢𝑝𝑝𝑒𝑟𝐵𝑜𝑢𝑛𝑑 [𝑔2𝑝 ]
16: 𝜏 .𝑎𝑝𝑝𝑒𝑛𝑑 (next item from group 𝑔2𝑝 )
17: 𝐺𝑟𝑒𝑚 ← sorted (smallest to largest) groups with unplaced items
18: for each 𝑔𝑖 ∈ 𝐺𝑟𝑒𝑚 do // place items by increasing group size
19: for each 𝑥 𝑗 ∈ 𝑔𝑖 do
20: 𝜏 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝑥 𝑗 )
21: return 𝜏

by increasing size from small to large. In this way, smaller groups would get bigger proportions of favorable positions,
which maximally violates statistical parity fairness [32]. These are the two ends of the statistical parity spectrum.

To generate rankings along this spectrum, RankTune samples a random number 𝑟 in the [0, 1] interval each time
it places an item. We design this interval to have "regions" that map to groups. In this way, the unfairness tuning
parameter 𝜙 controls representativeness, i.e., how fairly each group is represented in the ranking. Specifically, when
𝜙 = 1, then each group is fairly represented. Thus each group’s region is equal to the group’s proportion of 𝑋 (fair). As
𝜙 increases, the fair representation of each group degrades because regions are distorted in such a way that smaller
groups have larger regions compared to their proportion of 𝑋 (unfair). The fairness tuning parameter 𝜙 is used to create
the regions prior to placing any items into ranking 𝜏 .

2.1.3 Description of RankTune Data Generation Algorithm. Algorithm 1 displays the pseudocode for the core algorithmic
strategy of the RankTune tool. This algorithm operates in three stages: (1) creating group regions stage, the assignment
of groups to regions in the [0, 1] interval using 𝜙 ; (2) pseduo-random item placement stage, the repeated sampling of
the [0, 1] interval to place items into the to-be-constructed ranking and (3) filling-out stage, once a group has no items
remaining, the rest of the items are placed.

Creating Group Regions: In Algorithm 1, lines 1 - 12 create group regions in the to-be-sampled [0, 1] interval.
This begins by identifying the smallest group 𝑔𝑚𝑖𝑛 , or in the case of multiple such groups, it chooses a random group
among those of the smallest size (line 3). Next, 𝜙 is scaled to a new value 𝜙𝑠𝑐𝑎𝑙𝑒𝑑 which represents 𝑔𝑚𝑖𝑛 ’s artificially
adjusted new proportion of the item set (line 4). This new proportion can be the same (case of 𝜙 = 1, i.e., fair) or larger
when 𝜙 = 0 resulting in 𝜙𝑠𝑐𝑎𝑙𝑒𝑑 = 1 meaning the smallest group is certainly at the top of the ranking. Then in line
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5, the original distribution of groups 𝐷𝑥 is adjusted to a new group distribution 𝐷𝑡𝑎𝑟𝑔𝑒𝑡 . That is, all other groups are
proportionally scaled down to accommodate 𝑔𝑚𝑖𝑛 ’s new proportion of the item set 𝜙𝑠𝑐𝑎𝑙𝑒𝑑 (line 6). Then, lines 6-12
take the target group distribution and map each group’s proportion of 𝑋 into representing a corresponding region of
the [0, 1] space. Each group’s proportion of the [0, 1] interval is represented via a lower bound (𝑙𝑜𝑤𝐵𝑜𝑢𝑛𝑑) and upper
bound (𝑢𝑝𝑝𝑒𝑟𝐵𝑜𝑢𝑛𝑑). This stage sets the fairness of the placement procedure.

Pseudo-random Item Placement: Lines 13 - 17 construct ranking 𝜏 , from top to bottom (i.e. appending), by
repeatedly sampling a random number 𝑟 in the uniform [0, 1] interval. In the prior stage, groups were mapped to
regions of the interval. Thus, when 𝑟 is sampled, we know what group to place (𝑔2𝑝 ). Here, 𝑔2𝑝 is the group for which
𝑙𝑜𝑤𝐵𝑜𝑢𝑛𝑑 [𝑔2𝑝 ] < 𝑟 < 𝑢𝑝𝑝𝑒𝑟𝐵𝑜𝑢𝑛𝑑 [𝑔2𝑝 ].

Filling Out Stage: Once RankTune has placed an entire group during the prior stage, lines 18 - 20 in Algorithm 1 fill
the remaining positions in 𝜏 by placing groups according to increasing group size. RankTune then returns the ranking 𝜏 .

2.1.4 Assumptions underpinning RankTune. The underlying assumption of RankTune is that in order to generate
rankings satisfying statistical parity fairness, the likelihood of a group receiving a positive outcome should be equal to
that group’s proportion of the candidate pool. Then “unfairness" can be added by distorting this proportional relationship
between the likelihood of the group receiving the positive outcome and its proportion of the of candidate pool. We
view the positive outcome to be the placement of a candidate into the generated ranking and each placement is made
by sampling a random number in the uniform [0, 1] interval. In the case of perfect statistical parity, the likelihood
of placing a candidate from each group is equal to that group’s proportion of all candidates. RankTune is driven by a
stochastic process (using a random number generator to sample the [0, 1] interval), thus we are unable to formally
prove that the approach always generates a fair ranking. However, our empirical assessments and demonstrations in
Section 3 and 5 respectively, indicate RankTune works well in practice.

2.1.5 Using RankTune. RankTune is a module in the FairRankTune toolkit. There are two primary functions for
interacting with the tool, both shown in Listing 1. The first, GenFromItems, is to pass RankTune a specific set of items,
item_ids, and their group identities, group_ids, along with phi, the unfairness tuning parameter, and r_cnt, how
many rankings to generate. This can be used when working with a known item set. The second, GenFromGroups,
does not require actual items to be passed in. Instead, the input is the distribution of groups, represented by array
group_proportions, and how many items to rank, num_items, which saves effort in scenarios where what matters
most is how many groups there are and how big they are, as opposed to specific items belonging to specific groups.
Further, in Listing 1, GenFromGroups is shown generating 3 rankings. This illustrates that it will create different rankings
with a very similar fairness degree modeled by phi = 0.8. Thus GenFromGroups returns an array of size 1000 x 3
called rankings; where each of the 3 returned rankings is captured by a column. The second return argument of both
GenFromItems and GenFromGroups is an array representing the group identities of the ordered items in the generated
ranking(s).

2.2 FairRankTune Metric Library

The second component of FairRankTune is the Metrics library. The Metrics library provides a unified interface to
multiple statistical parity fairness metrics.

2.2.1 FairRankTune metrics and support for their customization. The fairness literature shows that most fair clas-
sification metrics are aggregation metrics that, through a mathematical formula, distill per-group metrics into one
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1 import FairRankTune as frt
2 #Generate from known items
3 phi = 0.1 # representativeness tuning parameter
4 r_cnt = 1 #Generate 1 ranking
5 seed = 10 #For reproducibility
6 ranking_df, item_group_dict = frt.RankTune.GenFromGroups(item_group_dict, phi, r_cnt, seed)
7

8 #Generate from groups
9 #Generate a biased (phi = 0.1) ranking of 1000 items, with four groups of 100, 200, 300, and 400 items each.
10 group_proportions = np.asarray([.1, .2, .3, .4]) #Array of group proportions
11 num_items = 1000 #1000 items to be in the generated ranking
12 phi = 0.1 # representativeness tuning parameter
13 r_cnt = 1 #Generate 1 ranking
14 seed = 10 #For reproducibility
15 ranking_df, item_group_dict = frt.RankTune.GenFromGroups(group_proportions,
16 num_items,phi, r_cnt, seed)
17

Listing 1. Usage example of RankTune data generation.

Combo Variable Formula
MinMaxRatio min𝑔𝑉 /max𝑔𝑉
MaxMinRatio max𝑔𝑉 /min𝑔𝑉
MaxMinDiff max𝑔𝑉−min𝑔𝑉
MaxAbsDiff max𝑔 |𝑉 −𝑉𝑚𝑒𝑎𝑛 |
MeanAbsDev 1

𝐺

∑
𝑔 |𝑉 −𝑉𝑚𝑒𝑎𝑛 |

LTwo ∥𝑉 ∥22
Variance 1

𝐺−1
∑
𝑔 (𝑉𝑔 −𝑉𝑚𝑒𝑎𝑛)2

Table 1. Formulas supported for combining per-group style metrics.𝑉 = [𝑉1, ...,𝑉𝑔] is an array of per-group metrics and𝐺 is the
number of groups.

1 import FairRankTune as frt
2 ranking_df = pd.DataFrame(["Joe", "Jack", "Nick", "David", "Mark", "Josh", "Dave",
3 "Bella", "Heidi", "Amy"])
4 item_group_dict = dict(Joe= "M", David= "M", Bella= "W", Heidi= "W", Amy = "W", Mark= "M",
5 Josh= "M", Dave= "M", Jack= "M", Nick= "M")
6

7 #Calculate EXP
8 EXPMaxMinDiff, exps_MaxMinDiff = frt.Metrics.EXP(ranking_df, item_group_dict, 'MaxMinDiff')
9 print("EXP (MaxMinDiff): ", EXPMaxMinDiff, "avg_exposures: ", exps_MaxMinDiff)
10

11 EXPMinMaxRatio, exps_MinMaxRatio = frt.Metrics.EXP(ranking_df, item_group_dict, 'MinMaxRatio')
12 print("EXP (MinMaxRatio): ", EXPMinMaxRatio, "avg_exposures: ", exps_MinMaxRatio)

Listing 2. Usage example of the Metrics library to calculate exposure two different ways on a RankTune generated ranking.

value [39]. This single value is typically reported as the fairness metric itself. For instance, in fair classification, we
7
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can measure the true positive rate (TPR) for each group, and combine them into a single value by taking the min-max
ratio of the TPRs. Thus, the per-group metric is TPR, which can be combined in any number of ways. We observe that
the same conceptual idea is present in contemporary fair ranking metrics and specifically design FairRankTune with
this additional modularity. To the best of our knowledge, comparing strategies for combining fair ranking per-group
metrics into a single value has yet to be studied in the literature. FairRankTune simplifies the use of different such
combination strategies. Table 1 displays the FairRankTune strategies for combining group-specific base metrics into a
single value fair ranking metric.

Below, we briefly describe the fairness measures supported in FairRankTune. Listing 2 shows their example usage.
Note that we intentionally focus on metrics that support multiple groups. We characterize measures in terms of their
per-group metric and all but NDKL decompose into per-group metrics:

• Exposure (EXP) [19, 55]: the per-group metric is the group average exposure, whereby the exposure of item
𝑥𝑖 in ranking 𝜏 is 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 (𝜏, 𝑥𝑖 ) = 1/𝑙𝑜𝑔2 (𝜏 (𝑥𝑖 ) + 1)) and the average exposure for group 𝑔 𝑗 is 𝑎𝑣𝑔𝑒𝑥𝑝 (𝜏, 𝑔 𝑗 ) =∑
∀𝑥∈𝑔𝑗 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 (𝜏, 𝑥𝑖 )/|𝑔 𝑗 |.

• Attention Weighted Rank Fairness (AWRF) [53]: the per-group metric is the group average attention,
whereby the attention score for item 𝑥𝑖 in ranking 𝜏 as 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝜏, 𝑥𝑖 ) = 100× (1−𝑑) (𝜏 (𝑥𝑖 )−1) ×𝑑 , where 𝑑 is a
parameter representing the proportion of attention received by the first (top) ranked item.
• Attribute Rank Parity (ARP) [13]: The per-group metric is the average mixed pairs won by each group,
calculated as 𝑎𝑣𝑔𝑝𝑎𝑖𝑟𝑠 (𝜏, 𝑔𝑖 ) = #𝑚𝑖𝑥𝑒𝑑𝑝𝑎𝑖𝑟𝑠𝑤𝑜𝑛(𝑔𝑖 )/#𝑡𝑜𝑡𝑎𝑙𝑚𝑖𝑥𝑒𝑑𝑝𝑎𝑖𝑟𝑠 (𝑔𝑖 ). Mixed pairs are pairs that contain
items from two different groups.
• Normalized-Discounted KL-Divergence (NDKL) [25]: of ranking 𝜏 with respect to groups 𝐺 is defined as:

𝑁𝐷𝐾𝐿(𝜏,𝐺) = 1
𝑍

|𝑋 |∑︁
𝑖=1

1
𝑙𝑜𝑔2 (𝑖 + 1)

𝑑𝐾𝐿 (𝐷𝜏𝑖 | |𝐷𝑋 ) (1)

where 𝑑𝐾𝐿 (𝐷𝜏𝑖 | |𝐷𝑋 ) is the KL-divergence score of the group proportions of the first 𝑖 positions in 𝜏 and the
group proportions of the item set 𝑋 and 𝑍 =

∑ |𝜏 |
𝑖=1

1
𝑙𝑜𝑔2 (𝑖+1) .

• Exposure Utility (EXPU) [55]: the per-group metric is the ratio of group average exposure and group average
utility, whereby group average exposure is measured exactly as in EXP. Group average utility for group 𝑔 𝑗 is
𝑎𝑣𝑔𝑢𝑡𝑖𝑙 (𝜏, 𝑔 𝑗 ) =

∑
∀𝑥∈𝑔𝑗 𝑥

𝑢𝑡𝑖𝑙𝜏
𝑖
/|𝑔 𝑗 |, where 𝑥𝑢𝑡𝑖𝑙𝜏𝑖

is the utility (or relevance score) for candidate 𝑥𝑖 in ranking 𝜏 .
• Exposure Realized Utility (EXPRU) [55]3: the per-group metric is the ratio of group average click-through
rate and group average utility, whereby group average utility is measured exactly as in EXPU. The average
click-through rate for group 𝑔 𝑗 is 𝑎𝑣𝑔𝑐𝑡𝑟 (𝜏, 𝑔 𝑗 ) =

∑
∀𝑥∈𝑔𝑗 𝑥

𝑐𝑡𝑟𝜏
𝑖
/|𝑔 𝑗 |, where 𝑥𝑐𝑡𝑟𝜏𝑖

is the click-through rate for
candidate 𝑥𝑖 in ranking 𝜏 .
• Exposure Rank Biased Precision Equality (ERBE) [30]4: the per-group metric is the group exposure,
whereby the exposure of item 𝑥𝑖 in ranking 𝜏 is 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒𝑅𝐵𝑃 (𝜏, 𝑥𝑖 ) = 𝛾 (1−𝜏 (𝑥𝑖 ) ) and the exposure for group 𝑔 𝑗
is 𝑒𝑥𝑝𝑅𝐵𝑃 (𝜏, 𝑔 𝑗 ) = (1 − 𝛾)

∑
∀𝑥∈𝑔𝑗 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒𝑅𝐵𝑃 (𝜏, 𝑥𝑖 ). In the case of ERBE (and subsequent ERBP and ERBR

metrics), Kirnap et al. [30] define exposure differently than Singh and Joachims [55]. Specifically, exposure is

3Singh and Joachims [55] used the names “disparate treatment” and “disparate impact” for EXPU and EXPRU, respectively. As pointed out by Raj and
Ekstrand [50] this terminology, is inconsistent with the use of these terms in the broader algorithmic fairness literature, thus we have adopted the
"exposure utility" and "exposure realized utility" terms introduced in [50].
4Kirnap et al. [30] use the terms "equality", "proportionality", and "proportionality to relevance" for ERBE, ERBP, ERBR respectively. To differentiate these
exposure-based metrics from the similarly named ones in Singh and Joachims [55] we use the term "exposure rank biased precision" (ERB, for short) to
highlight the Kirnap et al. [30] approach of combining exposure and the Rank Biased Precision metric.
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inspired by the Rank Biased Precision (RBP) metric [44] and is calculated using the discount factor, 𝛾 , a decay
parameter controlling the importance of higher ranks.
• Exposure Rank Biased Precision Proportionality (ERBP) [30]: the per-group metric is the group aver-
age exposure, whereby exposure is measured exactly as in ERBE. Group average exposure for group 𝑔 𝑗 is
𝑎𝑣𝑔𝑒𝑥𝑝𝑅𝐵𝑃 (𝜏, 𝑔 𝑗 ) = (1 − 𝛾)

∑
∀𝑥∈𝑔𝑗 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒𝑅𝐵𝑃 (𝜏, 𝑥𝑖 )/|𝑔 𝑗 |.

• Exposure Rank Biased Precision Proportionality to Relevance (ERBR) [30]: the per-group metric is the ra-
tio of group exposure and the number of items belonging to the given group that are relevant, whereby exposure is
measured exactly as in ERBE. This ratio for group𝑔 𝑗 is 𝑒𝑥𝑝𝑅𝐵𝑃2𝑟𝑒𝑙 (𝜏, 𝑔 𝑗 ) = (1−𝛾)

∑
∀𝑥∈𝑔𝑗 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒𝑅𝐵𝑃 (𝜏, 𝑥𝑖 )/|𝑔

𝑟𝑒𝑙
𝑗
|,

where |𝑔𝑟𝑒𝑙
𝑗
| is the count of relevant items in group 𝑔 𝑗 .

Moreover, our Metrics library also facilitates assessing individual fairness in rankings. Individual fairness asks that
similiar items be treated similarly [20]. In the case of rankings, Biega et al. [6] provide the preeminent metric for
measuring individual fairness:

• Inequity of Amortized Attention (IAA) [6]: measures the difference, via the 𝐿1 norm between the cumulative
attention and cumulative relevance of items in the ranking(s). Whereby the attention of an item 𝑥𝑖 in ranking 𝜏
is 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝜏, 𝑥𝑖 ) = 1/𝑙𝑜𝑔2 (𝜏 (𝑥𝑖 ) + 1)) and the relevance of an item is a [0 − 1]-normalized score.

In subsequent sections, we employ all measures of statistical parity with specific formulations. For brevity, they are
referenced by their abbreviation. Table 2 describes the specific formulation we use in this paper.

Abbreviation Formulation Range More Fair
ER Min-max ratio of avg. group exposures as in [69] (0, 1] 1
EE-D 𝐿2 norm of avg. group exposure as in [19] [0,∞) 0
AWRF Min-max ratio avg. group attention as in [27] (0, 1] 1
NDKL Proportional group representation across rank prefixes as in [25] [0,∞) 0
ARP Max-min difference avg. mixed pairs as in [13] [0,1] 0

Table 2. Overview of fair ranking metrics used in this work.

2.3 Rankers Module: Implementations of a Variety of Fair Ranking Algorithms

While the focus of FairRankTune is the RankTune (fairness-aware) data generation method and the accompanying
Metrics library, we have also implemented and added to our toolkit an initial set of fair ranking algorithms.
Specifically, the Rankers module allows users to use fair ranking methods all in the FairRankTune ecosystem. This
allows our target audience of researchers, data scientists, and educators to work with state-of-the-art methods. For
instance, these algorithms can be used as experimental baselines, in hands-on learning lessons, or as real-world fairness
interventions. The Rankers module currently provides the DetContSort [25] and Epsilon-Greedy [23] algorithms, with
others easily added in the future.

DetConstSort takes as input a ranking and re-ranks it to satisfy a given fair representation criteria. Epsilon-Greedy
takes as input a ranking and repeatedly swaps pairs of items so that each item has probability 𝜖 of swapping with a
random item below it. It does not require a specific notion of fairness or prior knowledge of group distributions. As
neither algorithm has a publicly available implementation accompanying its introduction [23, 25], our implementation
makes it easy for our target audience to use DetConstSort or Epsilon-Greedy in their work. Our documentation provides
their BibTex references. Thus, users of FairRankTune can generate data and use a suite of fairness metrics, while also
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Metric 𝜏1 𝜏2 𝜏3 𝜏4 𝜏5 𝜏6 𝜏7 𝜏8 𝜏9 𝜏10
ER 0.8403 0.8408 0.8422 0.8417 0.8419 0.8404 0.8406 0.8411 0.8413 0.0014
AWRF 0.6255 0.6268 0.6271 0.6263 0.6267 0.6269 0.6256 0.6268 0.6271 0.9978
EE-D 0.1127 0.1127 0.1127 0.1127 0.1127 0.1127 0.1127 0.1127 0.1127 0.1111
NDKL 0.3673 0.3608 0.3596 0.3629 0.3576 0.3633 0.3662 0.3603 0.3588 0.0073
ARP 0.9563 0.9531 0.9519 0.9542 0.9533 0.9527 0.9560 0.9529 0.9519 0.9966

Table 3. Preference Profile of rankings, 𝜏1 − 𝜏10, using the Law Students dataset. Rankings are generated with RankTune and 𝑝ℎ𝑖 = 0.9
for modelling biased voters.

applying a bias mitigation method. We invite the community to contribute additional algorithms - and we intend to
expand the offering of algorithms in the toolkit ourselves as well.

2.4 Demonstrating FairRankTune Toolkit Use and Utility

originaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginal

0.85

0.90

0.95

1.00

0.00 0.25 0.50 0.75 1.00

Tuning Parameter Φ 

E
R

ER   (↑ more fair)

originaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginal

0.6

0.7

0.8

0.9

1.0

0.00 0.25 0.50 0.75 1.00

Tuning Parameter Φ 

A
W

R
F

AWRF (↑ more fair)

originaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginal
0.0

0.1

0.2

0.3

0.4

0.5

0.00 0.25 0.50 0.75 1.00

Tuning Parameter Φ 

N
D

K
L

NDKL (↓ more fair)

originaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginal

0.1110

0.1115

0.1120

0.1125

0.00 0.25 0.50 0.75 1.00

Tuning Parameter Φ 

E
E

D

EE-D (↓ more fair)

originaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginaloriginal

0.00

0.25

0.50

0.75

1.00

0.00 0.25 0.50 0.75 1.00

Tuning Parameter Φ 

A
R

P

ARP (↓ more fair)

Fig. 1. Average metric values (with 95% confidence intervals) from RankTune constructed rankings using Law Students dataset. 10
rankings are generated per 𝜙 value. As 𝜙 increases, RankTune outputs increasingly unfairer alternate rankings - particularly compared
to the original ranking. The red line “original” is the ranking induced by using the LSAT score feature of the dataset.

We now illustrate how pieces of the FairRankTune toolkit come together to create custom datasets and assess
rankings. The RankTune generator can be used with group distributions or specific items, and here we utilize a known
set of items. Specifically, we leverage the Law Students [62] dataset, which has been used for fair ranking experiments
when only a single ranking is needed [69]. Yet, for many ranking tasks, as in multi-winner voting (MWV), more than
one ranking is required. In multi-winner voting, many voters provide rankings of the same set of candidate items, and a
subset of the most popular ones are chosen [11]. The rankings provided by voters are known as a preference profile.
RankTune can easily create custom preference profiles from an existing dataset, such as Law Students, or from group
distributions.

Popular approaches to generating synthetic data for voting scenarios include probabilistic rank generation methods
such as the Mallows [40] and Plackett-Luce [37] models. However, they tend not to focus on the fairness properties of
the rankings (with respect to ranked candidates) that they generate. In both models, voter rankings are generated by
sampling from the distribution induced by the model. Specifically, the Mallows Model is an exponential location-spread
model, in which the location is a central ranking among a set of voter rankings, and the spread parameter controls the
amount of agreement between the central ranking and the sample ranking(s). In this way, the Mallows model allows for
generating voting scenarios, where the level of agreement amongst voters can be dialed up or down.

In a similar vein, the Plackett-Luce model allows for generating voter rankings, by sampling a distribution over
rankings parameterized by the set of scores associated with each item. When sampling the Plackett-Luce model (i.e.,
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generating a ranking) the likelihood of an item being top-ranked is proportional to its score. By adjusting the scores of
items, the distribution of to-be-sampled rankings changes.

In contrast, RankTune does not sample from a distribution of rankings. Instead, it uses a repeat insertion model of
iteratively deciding when to place items in order to control the resulting fairness of the generated ranking. Unlike in
the Mallows and Plackett-Luce models, using RankTune to create voter rankings allows the end-user to control the
level of fairness associated with each voter. For instance, RankTune facilitates creating a preference profile where the
majority of voters are unfair, and the minority are fair.

Figure 1 illustrates RankTune applied to creating a voter preference profile from the Law Students dataset. For all
metrics, we plot the "original" ranking produced in the dataset. This is the ranking from the lsat score feature, the male
and female categories. Then for each 𝜙 value, we generate ten rankings and plot the average metrics value with 95%
confidence intervals. We see RankTune effectively and robustly creates rankings that range from fair (i.e., 𝜙 = 0) to
completely unfair (i.e., 𝜙 = 1). The "original" ranking is not entirely unfair, but closer to a fair ranking than to the
rankings RankTune creates.

Table 3 shows the fairness metric values for the ten constructed rankings for 𝜙 = 0.9. Regarding MWV, these ten
rankings constitute a "biased" preference profile, where bias is of similar strength. RankTune easily generates custom
profiles, where some voters are unfair (high 𝜙 values) and some voters are fairer (low 𝜙 values). Experimentation
on such profiles can yield interesting insights regarding the behavior of voting rules when voters provide biased or
unbiased rankings. Thus, RankTune is not only useful in controlled synthetic environments, but also in augmenting
datasets for contexts in which they previously were not applicable.

3 EMPIRICAL COMPARISONWITH AVAILABLE DATA GENERATION STRATEGIES

In this section, we highlight the differences and the innovative aspects of FairRankTune’s RankTune method compared
to alternate data generation strategies.

3.1 Compared Methods and Inputs for Constructing Ranked Data

We now study the capabilities of FairRankTune’s RankTune using a variety of group memberships. Table 4 depicts the
nine diverse group distributions we work with in this comparative analysis and in our case study in Section 4.

Name Distribution - 𝐷𝑋
Dist A (0.2, 0.3, 0.5)
Dist B (0.1, 0.3, 0.6)
Dist C (0.2, 0.3, 0.1, 0.05, 0.03)
Dist D (0.2, 0.2, 0.2, 0.2, 0.2)
Dist E (0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.05, 0.05)
Dist F (0.6, 0.08, 0.02, 0.15, 0.1, 0.05)
Dist G (0.3, 0.7)
Dist H (0.5, 0.5)
Dist I (0.1, 0.9)

Table 4. Group distributions employed in our empirical analysis and case study. Unless otherwise specified, we use 𝑋 = 1, 000 items.
For example, Dist A has three groups: the first has 200 members, the second has 300 members, and the third has 500 members.

To the best of our knowledge, no prior methodology is designed for multi-group fairness-tunable ranked data
generation. Therefore, we contrast FairRankTune’s RankTune with the following:
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• URG (Unfair Ranking Generator) [67] is a ranking generator specifically designed for two group settings. To use
URG, the user provides which of the two groups is designated as “protected” and a parameter 𝑓 , called fairness
probability. At every iteration, URG samples a random number 𝑣 ∈ [0, 1] if 𝑣 < 𝑓 it places a protected group
member; otherwise, it places a member of the non-protected group. As visually depicted in Figure 2b, URG
generates fair rankings when 𝑓 equals the protected group’s proportion of item set 𝑋 .
• DetConstSort [25] is a fair ranking algorithm that swaps candidates in a given ranking to create a new fair
ranking such that the proportion of each group in every 𝑘-sized prefix of the new ranking matches a provided
distribution 𝑝 . In Geyik et al. [25], each value of 𝑝 is set to the proportion of the group in the total item set to assure
the ranking satisfies statistical parity [25]. To study the capability of DetConstSort to create unfair rankings, we
adjust 𝑝 so that the smallest group has value 0.9 (thus over-advantaged compared to its size), and the remainder
is split amongst groups. For instance, to create an unfair ranking for Dist A with 𝐷𝑋 = (0.2, 0.3, 0.5) we set
𝑝 = (0.9, 0.05, 0.05). Using DetConstSort for creating unfairer rankings compared to the given one was not part
of its described capabilities in [25]; thus, knowing what values to use for 𝑝 is in itself a challenge.
• RS-Norm samples a normal distribution to assign a score to each item and then sorts by decreasing scores. This
falls under the random scoring and sorting data generation approach adopted in experiments in [2, 10, 26, 45].
• RS-Uni is also a random scoring and sorting data generation approach used in [1, 27, 45, 68]. In contrast to the
above version, it samples a uniform distribution to assign item scores and then again sorts.

3.2 How does FairRankTune Compare to the State-of-art Binary Group Unfair Ranking Generator?

By supporting multiple groups, RankTune provides increased functionality compared to URG. In addition, as we illustrate
below, its fairness-tuning mechanism is easy to use and its resulting effect on the data is simple to intuit. Given URG only
supports binary groups, Figure 2 compares RankTune and URG on the binary group distributions (Dist G - I indicated in
Table 4). Figure 2a illustrates the results of running RankTune with its fairness parameter 𝜙 adjusted from 0 (unfair) to 1
(more fair), while Figure 2b shows URG when its tuning parameter 𝑓 is adjusted from 0 to 1.

The critical difference between RankTune and URG is that the fairness tuning parameter in RankTune (𝜙) tunes
between 0 (unfair) to 1 (more fair), meaning that for any distribution it produces the fairest rankings when 𝜙 = 1.
While the fairness tuning parameter 𝑓 (called fairness probability in [67]) in URG tunes between 0 (“protected group”
is totally at the top of ranking) and 1 (“protected group” is totally at bottom of the ranking). Hence, URG produces its
fairest ranking when 𝑓 equals the protected group’s proportion of item set 𝑋 . This explains why in Figure 2b, unlike in
Figure 2a, each distribution has the fairest result at a different (fairness probability value 𝑓 . For instance, URG produces
the fairest ranking for Dist I when 𝑓 = 0.1 and for Dist H when 𝑓 = 0.5. In contrast, RankTune behaves in the same
consistent way for every group distribution. This makes comparing different item sets easy-to-interpret, since the x-axis
goes from fair to unfair. Moreover, the effect of 𝜙 is predictable; in that, an increase in 𝜙 increases unfairness.

3.3 How does FairRankTune Compare to Alternate Tools in Multi-Group Settings?

Next, we assess the data generation capabilities of FairRankTune’s RankTune and the alternate approaches detailed in
Section 3.1) for multi-group settings. Here, we focus on unfair ranking generation, as unfair rankings are the commonly
accepted test-bed for bias mitigation technologies [47, 68]. Further, the lack of a mechanism to control fairness smoothly
from fair to unfair (or vice-versa) in DetConstSort, RS-Norm, and RS-Uni makes this a level comparison. Table 5
displays average fairness metric values, along with a count of how many unique rankings were generated.
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(a) RankTune rankings as 𝜙 is increased from 0 (unfair) to 1 (more fair).
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(b) URG [67] rankings as the fairness probability parameter is increased from 0 − 1.

Fig. 2. Average metric values (with 95% confidence intervals) from 200 RankTune and URG [67] constructed rankings with the binary
group distributions in Table 4 for 1, 000 items. RankTune, across distributions, is always most fair at 𝜙 = 1 and shows smooth increases
in unfairness, i.e. plotted lines trend up or down depending on the metric. In contrast, for URG [67], the fairest result is when the
“protected group” proportion equals the fairness probability thus we get V-shaped lines where each distribution is fairest at a different
value, i.e. the tuning parameter does not tune between fair and unfair, but rather unfair- to fair - to unfair.

Metric Method Dist A Dist B Dist C Dist D Dist E Dist F Dist G Dist H Dist I

ER
RankTune 0.62 ± 0.01 0.53 ± 0.01 0.42 ± 0.01 0.60 ± 0.01 0.40 ± 0.01 0.41 ± 0.01 0.70 ± 0.01 0.76 ± 0.01 0.56 ± 0.01

(fair: 1)
DetConstSort 0.64 ± 0.00 0.54 ± 0.00 0.44 ± 0.00 0.64 ± 0.00 0.44 ± 0.00 0.68 ± 0.00 0.71 ± 0.00 0.78 ± 0.00 0.56 ± 0.00

RS-Norm 0.96 ± 0.02 0.96 ± 0.02 0.93 ± 0.03 0.94 ± 0.02 0.88 ± 0.03 0.91 ± 0.03 0.98 ± 0.02 0.98 ± 0.01 0.97 ± 0.02
RS-Uni 0.96 ± 0.02 0.96 ± 0.02 0.93 ± 0.03 0.94 ± 0.02 0.88 ± 0.03 0.91 ± 0.03 0.98 ± 0.01 0.98 ± 0.01 0.97 ± 0.02

AWRF
RankTune 0.54 ± 0.00 0.54 ± 0.00 0.45 ± 0.00 0.46 ± 0.00 0.40 ± 0.00 0.44 ± 0.00 0.63 ± 0.00 0.63 ± 0.00 0.63 ± 0.00

(fair: 1)
DetConstSort 0.60 ± 0.00 0.60 ± 0.00 0.59 ± 0.00 0.62 ± 0.00 0.60 ± 0.00 0.57 ± 0.00 0.63 ± 0.00 0.65 ± 0.00 0.63 ± 0.00

RS-Norm 0.97 ± 0.01 0.97 ± 0.02 0.94 ± 0.02 0.95 ± 0.02 0.90 ± 0.02 0.93 ± 0.03 0.98 ± 0.01 0.98 ± 0.01 0.98 ± 0.02
RS-Uni 0.97 ± 0.01 0.97 ± 0.02 0.94 ± 0.02 0.95 ± 0.02 0.90 ± 0.02 0.93 ± 0.03 0.98 ± 0.01 0.98 ± 0.01 0.98 ± 0.02

EED
RankTune 0.23 ± 0.00 0.26 ± 0.00 0.35 ± 0.00 0.28 ± 0.00 0.45 ± 0.00 0.38 ± 0.00 0.19 ± 0.00 0.18 ± 0.00 0.23 ± 0.00

(fair: 0)
DetConstSort 0.23 ± 0.00 0.26 ± 0.00 0.35 ± 0.00 0.28 ± 0.00 0.45 ± 0.00 0.29 ± 0.00 0.19 ± 0.00 0.18 ± 0.00 0.23 ± 0.00

RS-Norm 0.21 ± 0.00 0.21 ± 0.00 0.28 ± 0.00 0.28 ± 0.00 0.41 ± 0.00 0.30 ± 0.00 0.17 ± 0.00 0.17 ± 0.00 0.17 ± 0.00
RS-Uni 0.21 ± 0.00 0.21 ± 0.00 0.28 ± 0.00 0.28 ± 0.00 0.41 ± 0.00 0.30 ± 0.00 0.17 ± 0.00 0.17 ± 0.00 0.17 ± 0.00

NDKL
RankTune 0.63 ± 0.04 0.71 ± 0.04 0.90 ± 0.04 0.70 ± 0.04 1.01 ± 0.04 0.93 ± 0.04 0.47 ± 0.03 0.35 ± 0.02 0.49 ± 0.03

(fair: 0)
DetConstSort 0.51 ± 0.00 0.53 ± 0.00 0.51 ± 0.00 0.52 ± 0.00 0.50 ± 0.00 0.50 ± 0.00 0.43 ± 0.00 0.28 ± 0.00 0.49 ± 0.00

RS-Norm 0.02 ± 0.01 0.02 ± 0.01 0.04 ± 0.01 0.04 ± 0.01 0.08 ± 0.01 0.04 ± 0.01 0.01 ± 0.01 0.01 ± 0.01 0.01 ± 0.01
RS-Uni 0.02 ± 0.01 0.02 ± 0.01 0.04 ± 0.01 0.04 ± 0.01 0.08 ± 0.01 0.04 ± 0.01 0.01 ± 0.01 0.01 ± 0.01 0.01 ± 0.01

ARP
RankTune 0.97 ± 0.01 0.99 ± 0.01 0.99 ± 0.00 0.98 ± 0.01 1.00 ± 0.00 0.99 ± 0.00 0.97 ± 0.01 0.95 ± 0.01 0.99 ± 0.00

(fair: 0)
DetConstSort 0.77 ± 0.00 0.77 ± 0.00 0.62 ± 0.00 0.63 ± 0.00 0.57 ± 0.00 0.82 ± 0.00 0.95 ± 0.00 0.89 ± 0.00 0.99 ± 0.00

RS-Norm 0.04 ± 0.02 0.05 ± 0.02 0.07 ± 0.03 0.06 ± 0.02 0.11 ± 0.03 0.08 ± 0.03 0.03 ± 0.02 0.03 ± 0.02 0.05 ± 0.03
RS-Uni 0.04 ± 0.02 0.05 ± 0.02 0.07 ± 0.03 0.06 ± 0.02 0.11 ± 0.03 0.08 ± 0.03 0.03 ± 0.02 0.03 ± 0.02 0.05 ± 0.03

Unique
RankTune 200 200 199 200 200 200 200 200 200

rankings
DetConstSort 1 1 1 1 1 1 1 1 1

RS-Norm 200 200 200 200 200 200 200 200 200
RS-Uni 200 200 200 200 200 200 200 200 200

Table 5. Average metric values (with standard deviation) and unique ranking count from 200 trials for each distribution from Table 4.

We observe that DetConstSort produces only a single unfair ranking for each distribution. That is, even over 200
distinct trials, it always produces the exact same ranking. This is not desirable for data generation, since for a given
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fairness level only one ranking is created. We set DetConstSort parameter 𝑝 as described in Section 3.1; however,
there is little intuition on how we should adjust the values in 𝑝 , per distribution, to increase or decrease the fairness of
the produced ranking. In contrast, we see that RankTune, RS-Norm, and RS-Uni all produce a variety of rankings as
seen by the unique ranking count. We also observe that RS-Norm, and RS-Uni do not generate unfair rankings, i.e., they
consistently result in relatively fair rankings. This can be seen in Dist A for ARP (ARP is fair at 0) where RS-Norm, and
RS-Uni have average ARP scores of 0.04 compared to DetConstSort’s more unfair score of 0.77 and RankTune score
of 0.97. Moreover, the low standard deviation of the metric values illustrate that the relative fairness of RS-Normand
RS-Uni is a frequent occurrence. This finding is in line with the use of randomization as a fair ranking strategy [19, 63].
Thus, to using these strategies to create unfair rankings may require trial and error since there is no way to control the
fairness of the resulting ranking.

In summary, across diverse group distributions, RankTune is easier to tune and more effective than DetConstSort,
RS-Norm, and RS-Uni. It provides an easy-to-use control mechanism for tuning fairness, can reliably generate a vast
amount of rankings at each point along the fairness spectrum, and its behavior is consistent across different items sets.

4 CASE STUDY: HOW DO FAIRNESS METRICS COMPARE IN MULTI-GROUP SETTINGS?
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(a) RankTune constructed rankings with the multiple group (> 2) distributions in Table 4 for 1, 000 items.
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(b) RankTune constructed rankings with Dist A from Table 4 for varying numbers of ranked items.

Fig. 3. Case Study: Average metric values (with 95% confidence intervals) from RankTune constructed rankings.ER and AWRF are
more fair at 1 (thus upward slopes), and NDKL, EE-D, and ARP are more fair at 0 (thus downward slopes).

A primary objective of the proposed FairRankTune toolkit is to aid the empirical evaluation of bias-mitigating
interventions and fairness metrics. While existing comparisons of fair ranking metrics for statistical parity have been
limited to binary groups [32, 50], we now use our toolkit to study fairness metrics beyond the two-group assumption
comparatively. In Figure 3a, we plot all fairness metrics for rankings generated for all multi-group distributions (colored
lines) from Table 4. Then, we fix a particular group distribution (Dist A) and observe the differences in fairness metrics
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on ranking generated by RankTune when the number of ranked items increases. Figure 3b displays Dist A. From this
empirical comparison, we derive two takeaways:
(1.) Directly comparing values in a single metric across datasets can be misleading. We see that metrics vary in their

ranges and sensitivity to different group distributions, as seen by how different metrics relatively order Dist A - Dist

F when 𝜙 = 1 or other 𝜙 values in Figure 3a. All metrics report their most unfair values for Dist E, which contains
the most groups (11), followed by Dist F, which includes the second largest number of groups. For a metric such as
EE-D, a given value, for instance, EE-D = 𝑥 ′ will represent a more considerable disparity (unfairness) when there are
fewer groups, and the same value EE-D= 𝑥 ′ represents a smaller disparity when there are more groups. Put another
way, depending on the data, EE-D = 𝑥 ′ could be fair or unfair. This means comparing two rankings of different data
by metric value alone can be flawed as it does not reveal which is more biased. Fairness is relative to the data; thus,
metrics values should be interpreted contextually.
(2.) For a fixed group distribution, some metrics are more sensitive to the data size. As seen by how different metrics

relatively order Dist A - F when 𝜙 = 1 or other 𝜙 values in Figure 3b, not all metrics vary in their sensitivity to the
number of items being ranked. While EE-D and ER show sensitivity to the number of ranked items, as seen by how
each colored line is primarily distinct from one another, AWRF, NDKL, and ARP are less affected by the number of
items, as seen by how the colored lines are almost indistinguishable. When comparing datasets with identical group
distributions, metrics such as NDKL or ARP provide level comparisons.

5 USE CASES: FROMMETRIC DESIGN AND SYSTEM DEVELOPMENT TO FACILITATING LEARNING

Next, we discuss several use cases pertaining to the Fairness and Ethical AI community for our proposed toolkit.
Study and Design of Metrics and Algorithms: Researchers can leverage FairRankTune to test novel fair ranking

strategies on data generated with RankTune. Additionally, the fairness metrics included in FairRankTune provide a
simple and efficient way to analyze the bias mitigation of newly proposed ranking strategies. In the case of designing
metrics, it simplifies the comparison of a new metric to the five existing metrics included in FairRankTune. The
FairRankTunemetric library streamlines utilizing multiple metrics since all metrics take the same input, making it easy
to quickly run a variety of metrics for any number of rankings. Moreover, by supporting seven different formulations
of fairness metrics, e.g., combining per-group exposure via different formulas, FairRankTune facilitates analyzing
the formulation of popular fairness metrics in terms of statistical bias and conducting user studies examining which
formulations are more interpretable to practitioners.

Designing Fairness-focused Visual Analytics Systems:While algorithm and metric design for ranking tasks have been at
the forefront of the fairness community, an open area of research is the development of visual interfaces for diagnosing
and explaining fairness issues [54, 65]. Not only can FairRankTune be directly leveraged for metric calculation in a
visual interface, but it also provides opportunities to create diverse data for testing and aiding the design of such systems.
Researchers and engineers can easily use the RankTune method to develop specific data for their design processes. In
particular, the ability of RankTune to create biased rankings of any number of groups and items facilitates answering
critical open questions such as how to visualize and communicate fairness issues when there are many groups.

Ready-to-use Learning module for Educators and Students: As AI ethics is increasingly integrated into computer
science and STEM curriculums, educators from high school to university levels require tools to facilitate hands-on
learning. Our toolkit aids instructors by providing a freestanding learning module. Students can generate rankings
with RankTune, utilize the provided fair re-ranking algorithm(s) to mitigate bias and explore quantifying unfairness
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with the measures provided in the metric library. By promoting an active learning experience, FairRankTune facilitates
firsthand experiential learning.

6 LIMITATIONS AND FUTUREWORK

This work presents an open-sourced toolkit for fair ranking tasks, including metric and re-ranking algorithm imple-
mentations and a new fairness-tunable ranked data generation method. While we have empirically verified that our
RankTune data generation method is able to tune the degree of statistical parity fairness in the rankings it generates,
it is ultimately a heuristic approach. As any resource requires refinement, we are open and eager to receive requests
and ideas for adding to the toolkit. Avenues for enriching FairRankTune include: consider how we might approach
the task of generating ranked data embodying score-based fairness issues. Further, FairRankTune does not inherently
address multi-sided fairness concerns [12, 57, 58]. RankTune models unfairness for ranked items, i.e., producers, and
does not simulate unfairness issues for ranking viewers, i.e., consumers. Future work might consider integrating fairness
concerns for consumers [8, 35], or multi-sided (consumers and producers) issues [60, 64] in the FairRankTune toolkit.

7 CONCLUSION

The primary motivation of this work is to ensure a positive broader impact by providing practitioners with an
easy-to-use tool FairRankTune. FairRankTune is a dedicated Python library supporting fair ranking analysis and
experimentation. It provides a user-friendly interface to many bias-measurement metrics, bias-mitigation techniques,
and the first of its kind fairness-tunable ranked data generator RankTune. We compare RankTune with current tools
for data generation, highlighting how RankTune provides both greater functionality and ease of use. We conduct a
case study using RankTune and the metric library included in FairRankTune to empirically compare statistical parity
metrics in multi-group settings, providing takeaways for using and selecting metrics. Moreover, we highlight how our
primary audience of students, researchers, data scientists, and educators can use FairRankTune for critical applications
and explorations. Currently, disadvantaged groups can benefit as this population deploys fairness interventions.
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