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Communications on Fairness Assessments in the Public Sector
An Analysis of Roles, Skills, and Responsibilities from Dutch Use-Cases

ANONYMOUS AUTHOR(S)

Algorithms used in the public sector, e.g., for allocating social benefits or predicting fraud, often require involvement from multiple
stakeholders at various phases of the algorithm’s life-cycle. This paper focuses on the communication issues between diverse
stakeholders that can hinder fairness assessment and potentially lead to misinterpretation and misuse of algorithmic systems. With
this research objective, we conducted ethnographic research via 11 semi-structured in-depth interviews with practitioners working
on algorithmic systems in the Dutch public sector, at local and national level. Applying qualitative coding analysis, we identify key
elements of the communication processes that underlie fairness-related human decisions. More specifically, we analyze the division
of roles and tasks, the required skills, and the challenges perceived by diverse stakeholders. Three general patterns emerge from
the coding analysis. First, policymakers, civil servants, and domain experts are less involved compared to developers throughout
the different phases of a system’s life-cycle. This leads to developers taking on the role of advisor and decision-maker, while they
potentially miss the required skills. Second, end-users often lack the technical skills to interpret a system’s output, and rely on actors
taking on developer roles for making decisions concerning fairness issues. Third, citizens are structurally absent throughout the
algorithm’s life-cycle. This may lead to unbalanced fairness assessments that do not include key input from relevant stakeholders. We
formalize the underlying communication processes in a conceptual framework — introducing the phase-actor-role-task-skill (PARTS)
ontology — that can both (i) represent the communication patterns identified in the interviews, and (ii) explicitly outline missing
elements in communication patterns exhibited by actors having different roles, skills, and responsibilities in a certain use case. The
framework can be further extended to explore communication issues in other use cases, design potential solutions, and organize
accountability with a common vocabulary.

CCS Concepts: • Software and its engineering → Risk management; Collaboration in software development; • Social and
professional topics → Computing / technology policy.

Additional Key Words and Phrases: Communication Framework, Fairness, Transparency, Accountability, Public Sector, Qualitative
User Study
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1 INTRODUCTION

Algorithms are increasingly being used for predicting various forms of public sector services such as allocating benefits
in the domains of education, (mental) health, and detecting fraud in allowances and taxes [26, 37, 38, 51, 53]. These
applications can be beneficial, but can also have detrimental consequences for citizens when used in high-stake scenarios,
such as fraud detection and risk assessment. Notorious cases where incorrect predictions led to wrongful accusations of
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citizenminorities are the COMPAS case in the US 1, the SyRI-case 2 and the Childcare Benefit Scandal in the Netherlands3,
which resulted in lawsuits and the latter eventually led to the resignation of the Dutch government4. Nowadays, the
problem of fairness in AI is widely recognized in well-established legal and ethical guidelines [10, 11, 15]. Fairness, in
this context, typically refers to “fair outcomes”, a principle which indicates an absence of prejudice or favoritism toward
an individual or group based on their inherent or acquired characteristics through algorithmic decision-making [34].
Most of the proposed guidelines remain generic, and the tools and methods to apply them in real-world applications
are missing [1, 18]. Especially, in the public sector, a disconnection exists between the proposed frameworks and the
additional ethical and legal frameworks that public practitioners already deal with [17]. Furthermore, data literacy at
public organizations may also not be mature enough to fully recognize ethical issues in data practices [43].

Contemporary research on fairness in AI has predominantly taken a technical approach, addressing model (dis)-
functionalities without taking into account the wider network of stakeholders [7, 44]. However, algorithms are always
the result of a process driven by (human) stakeholders’ choices and norms [48]. A solely technical approach is insufficient
in addressing all algorithm design choices, especially when they have an impact and involve codifying crucial social
values, requiring to take normative decisions [33]. Decisions about which fairness criteria are assessed and how can
be made throughout the algorithms’ life-cycle, from data-oriented phases (eg. data collection and labeling), to model-
oriented phases (eg. feature engineering, training), and execution-oriented phases (eg. deployment) [2, 25]. For example,
when allocating social benefits, it has to be decided which data features represent ’eligibility’ for a social benefit [4].
Also, the punitive (detecting a crime) or assistive (allocating a benefit) nature of the intervention, might require choosing
different fairness metrics [38, 41]. Involving diverse stakeholders is also a design choice.5 Particularly in the public
sector, the need for involving diverse actors and stakeholders in algorithm development is important for ensuring that
public interest is prioritized, and potential harms are minimized [46].

In the context of algorithmic decision-making, fairness assessment is therefore understood as a process of evaluating
the extent to which algorithms and their outputs are free from bias, discrimination, and other forms of unfairness
towards different groups, individuals, or communities [4, 12, 20]. In this paper, we take a socio-technical perspective on
the algorithmic system and focus on the choices and practices applied at each phase of the algorithm’s life-cycle that
can lead to undesirable effects of bias and unfair outcomes [48]. We will analyze the internal communication processes6

involved in fairness-related human decisions, by identifying the roles, the divisions of tasks, the required skills, and the
potential communication challenges between diverse actors occurring throughout the algorithm’s life cycle.

The research questions we address are the following:

• RQ1. Which actors, roles, tasks, and phases can be identified between multi-stakeholder interactions throughout the

algorithm’s life-cycle?

• RQ2. How is information about fairness assessments communicated between diverse actors involved throughout the

algorithm’s life-cycle?

1Correctional Offender Management Profiling for Alternative Sanctions (COMPAS): the software used to predict the risk of a person recommitting a
crime was more inclined to falsely accuse African-American offenders than Caucasian offenders, see for instance [16, 34]
2SyRI legislation in breach of European Convention on Human Rights. https://edu.nl/xjubf
3The Dutch childcare benefit scandal, institutional racism, and algorithms. European parliamentary questions https://edu.nl/y3h3j.
4Dutch Government resigns over Child Benefit Scandal https://www.theguardian.com/world/2021/jan/15/dutch-government-resigns-over-child-benefits-
scandal
5According to the European Commission’s Ethics guidelines on trustworthy AI [15], an important step in supporting AI fairness assessment includes
involving and educating all stakeholders about their roles and needs throughout the AI system’s life-cycle.
6With internal communication we refer to communication between collaborating partners such as decision-makers, end users, developers, etc. as opposed
to external communication which refers to communication with the general public [17].
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• RQ3. Which communication challenges can be identified for fairness assessment processes?

To answer these questions, we conducted 11 interviews with practitioners working on algorithmic systems in the Dutch
public sector for fraud detection and risk assessment. We identify who makes decisions about what, and in which phase
of the algorithm’s life-cycle. Additionally, we also look for the (co-)occurrences of mentioned actors, roles, tasks, phases,
and challenges and labeled them through in-vivo, descriptive, and process qualitative coding analysis [40]. From the
emerging coding patterns, we identified a lack of clarity in communication among different roles and actors, a lack of
feedback regarding the interpretation of the model outcome, and a lack of involvement of the relevant roles and actors
at the right phase. These communication issues indicate inadequate model governance such as missing roles, skills,
and information exchange which can lead to misinterpretation of model outcomes, and potentially to the inability to
recognize and address fairness issues throughout the algorithm’s lifecycle. Next to this descriptive effort, we build the
phase-actor-role-task-skill (PARTS) conceptual framework to characterize the structure of the communication processes
based on the coding results. The framework is provided in the form of an ontology to structure the relations between
the emerging coding patterns. PARTS enables to specify the relations and interactions between the identified concepts.
Moreover, PARTS is introduced with the longer-term objective to be reused and possibly extended with other use cases
concerning multi-stakeholder collaborations, and to promote a common vocabulary around fairness assessments.

2 RELATEDWORK

Frameworks and theories from various domains have been proposed to characterize the dynamics of interactions
amongst a network of actors [32, 39]. Actor-Network-Theory (ANT) and mediation theory, for example, describe
the relations and interactions within a network of (artificial and natural) actors [30–32]. Following ANT, interaction
with technology is never neutral as it influences or mediates the way we carry out our tasks. On the other hand,
technology is continuously mediated by our social aspects, e.g. in formulating goals and other design decisions. Another
related approach to describe the context of reciprocal interactions between human actors and technology is that of the
socio-technical systems (STS) [39]. STS is not reserved for technology alone, it rather stresses the interactive nature of
social and technical structures within an organization and society as a whole. This term is increasingly used in the field
of AI to assess fairness and ethics from a broader normative context in which actors interact and operate as opposed to
focusing on individual actors alone [8, 14].

Additionally, frameworks have been proposed to investigate networks and power structures. Following the tripartite
model for ethics in technology, three main roles can often be identified through their responsibilities: the developer,
who goes about the technical input, the user who goes about the use of the system, and the regulator’s role, responsible
of taking the "value" decisions [36]. Research on the use of automated systems for public decision-making has shown to
shift discretionary power from the regulator roles to system analysts and software designers, often making them the
main decision maker [6]. Whereas decision-makers from public organizations are often involved in the procurement
and deployment phase, developers, sometimes from third parties, tend to be more involved in the development phase
[52]. When developers become the main decision-makers for design decisions then this can exclude those stakeholders
without technical knowledge in important value decisions for the system [13, 29]. These imbalanced power dynamics
can ultimately lead to a form of technocracy, where governance and (moral) decision-making are based on technological
insights and may only yield technological "solutions"[36].

In the Dutch public sector, multiple stakeholders from private and public organizations often collaborate at various
phases of the algorithm’s life-cycle [26, 45]. Stakeholdersmight be involved at differentmoments and places depending on
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their roles and tasks and therefore responsibilities can become diffused across a network ofmultiple actors simultaneously
[5, 52]. Related empirical field research has been conducted to investigate data practices of Dutch local governments
[17, 28, 43]. For example, Siffels et al. (2022) argue that with the process of decentralization, many tasks from the
central government were delegated to municipalities without giving them more resources and capacities. As a result,
municipalities use data practices to deal with additional tasks and to distribute limited (social) resources. Due to a lack
of data literacy, public servants are unable to recognize ethical issues and thus seek collaboration with external partners
which affects their ability to be transparent and responsible regarding their data projects [43]. The lack of transparency
and responsibility in outsourcing parts of the algorithms’ life-cycle is often also referred to as the "problem of many
hands" [9]. In another field research, Jonk and Iren (2021) performed semi-structured interviews with key personnel
and decision-makers at 8 Dutch municipal organizations to investigate the actual and intended use of algorithms
[28]. They found that there is a lack of common terminology and algorithmic expertise not only at a technical but
also at a governance and operational level. The authors argue that municipalities would benefit from a governance
framework to guide them in the use of tools, methods, and good practices to handle potential risks. Furthermore, Fest,
Wieringa, and Wagner (2022) investigated how higher-level ethical and legal frameworks influence everyday practices
for data and algorithms used in the Dutch public sector [17]. They investigated public sector data professionals at
Dutch municipalities and the Netherlands Police. They found that the practicality of proposed frameworks remains a
challenge for practitioners because they typically do not feel competent or miss the required skill set to make decisions
regarding responsible and accountable data practices. Data professionals, as a result, get too much autonomy and
discretion in handling questions that belong at the core of public sector operations. The authors argue that efforts need
to be put into the operation and systematization of legal and ethical questions across the data science project life-cycle.
Research on public algorithms has also been conducted in the fields of Human-Computer Interaction (HCI), Science and
Technology Studies (STS), and Public Administration (PA) [27, 33, 42]. For instance, Saxena et al. developed a framework
for high-stakes algorithmic decision-making in the public sector (ADMAPS) where they qualitatively coded data from
in-depth ethnographic study on the daily practices of U.S. Child-welfare caseworkers and prior literature [42].

Lastly, tools such as ontologies 7 can be used to characterize communication structures and knowledge exchange
between actors[24]. Ontologies are common tools to structure knowledge and to promote a common vocabulary within
a certain domain [35]. Earlier ontologies on AI risks and fairness have been proposed [19, 23]. AIRO for example is an
ontology that underpins the AI Act, a regulation proposed by the European Commission to tackle various forms of
negative impact caused by the misuse of AI [10, 23]. The Fairness metrics ontology (FMO) structures knowledge for
fairness notions, metrics, and the relations between them [19]. We propose that what is still missing in both ontologies
is a clear framework to characterize the communication (issues) between diverse actors with different skill sets that
underlie fairness-related human decisions.

We propose that what is still missing in previous work is a clear framework to characterize the communication
(issues) between diverse actors with different skill sets that underlie fairness-related human decisions throughout the
algorithm’s life-cycle. Following the above frameworks and theories, we assume a perspective of a socio-technical
interactive network, in which fairness assessments for algorithms are understood as part of a governance structure
where actors with different roles interact. We conduct interviews to specifically focus on interactions by means of
internal communication exchange and challenges that might arise between diverse actors in the Dutch public sector.
7An ontology can be understood from a philosophical perspective referring to ”the nature and structure of reality". From a knowledge engineering
perspective, however, it refers to the modeling of a structure of a system — by organizing relevant concepts and relations [24]. They are also described
as “conceptual schemas”, “formal specifications of a conceptualization” and as “the abstract and simplified view of the world we wish to represent and
describe in a language that is understandable by humans and/or by software agents” [3, 24].
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The communication challenges are finally characterized in a conceptual framework in the form of an ontology. With
this conceptual framework, we aim to provide a structured approach to the planning and auditing of communication
processes around technical-decision making in the public sector.

3 METHODOLOGY

3.1 Semi-structured interview

We conducted 11 semi-structured interviews, with each one divided into three sections and lasting an hour. We
formulated the qualitative interview questions in an open-ended manner, where participants were able to share their
information in their own words whilst following a general structure of topics [21, 22]. The questions are added for
reference in table 4 in the appendix. The questions can be divided into three main categories:

1 General: questions about the topic of the use-case, actors involved, and the content of the respondent’s (teams)
role. The goal of the system is identified, as well as the envisioned (end) users.

2 Development process: type of input, resources, tasks, and roles needed throughout the development process
to make informed decisions. The phases of the algorithm’s lifecycle are investigated by mapping out the tasks
made in 5 phases: formulation, development, evaluation (go-no-go), deployment, and monitoring phase.

3 Considerations: perceived challenges for role and task division, potential improvements or failures of the
system, and communication gaps are identified. Questions about assessing errors, bias, as well as the potential
negative impact of the model, are asked explicitly.

We start by giving interviewees the opportunity to mention internal communication and fairness issues spontaneously
and on their own terms. The first two sections ask interviewees to describe rather generic procedures and practices
in the system’s life-cycle. We then precisely ask about communication issues in the third part of the interview. We
preliminary tested the interview questions with a pilot involving colleague researchers from different disciplines. The
questions were deemed suitable for letting interviewees describe their process of communication and related issues.
The suitability of the questions was checked in terms of comprehensibility and relevance to the research questions. No
questions were altered afterward.

3.2 Case studies

We recruited participants who have been collaborating in multi-stakeholder projects in the Dutch public sector. We
specifically targeted participants working in the domains of fraud detection and risk assessment, using a repository of
use cases8 from the Dutch Ministry of interior affairs9 and the snowball sampling technique. These use cases were of
particular interest because the outcomes can directly affect citizens.10.

For this research, (N = 11) interviews were conducted with (N=10) actors involved in Dutch social domain use cases,
and (N = 1) actor in the Dutch educational domain. Table 1 describes the participants (PP), the use case, the role they
filled at the time of involvement and if they have technical skills. With technical skills we refer to those that are (not)
educated or have (no) experience in technical science. Topics discussed for the use cases were predicting fraud amongst
citizens (eg. when applying for public service) (N = 5) or predicting the need for social benefits amongst citizens in
8Some examples of public domain use cases in the Netherlands can also be found via the Artificial Intelligence Netherlands Coalition (NL AI Coalitie)
website https://nlaic.com/use-cases and in [26, 51].
9Dutch Ministry of Interior Affairs and Kingdom Relations https://www.rijksoverheid.nl/ministeries/ministerie-van-binnenlandse-zaken-en-
koninkrijksrelaties
10To further confirm use-case relevance, in 2019 inspection and enforcement was identified as the biggest category for AI usage in the Dutch social
domain which refers to the prediction of (security) risks by identifying patterns of behavior [51].
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Table 1. Interviewees description

Interviewee Role Technical
back-
ground

Use case domain

PP1 Developer & Researcher yes Risk assessment
PP2 Program Manager no Risk assessment
PP3 Program Manager no Risk assessment
PP4 Product Owner yes Fraud detection
PP5 Advisor & Social re-

searcher
no Risk assessment

PP6 Researcher & Developer yes Education: face expres-
sion detection

PP7 CTO development team no Risk assessment
PP8 Advisor & Data science

researcher
yes Fraud detection

PP9 Developer & Researcher yes Fraud detection
PP10 Advisor & Researcher no Fraud detection
PP11 Innovation manager yes Fraud detection

the coming years (N = 5). Albeit the difference between risk and fraud cases is not always clear-cut (a fraud detection
algorithm can also be used for risk and vice-versa). The categorization of the use cases is therefore based on the punitive
(fraud detection) or assistive nature (risk assessment) nature of the policy measure. Before conducting the interviews,
participants received some example questions and a short description of the research. At the start of the interview,
participants gave their consent for collaboration.

3.3 Qualitative coding analysis

To provide insights into the role and task division amongst actors in multi-stakeholder projects, we performed qualitative
coding analysis to label key codes from the interview output 11. We use in vivo 12, descriptive 13 and process coding 14

to identify the process of communication exchange between diverse actors, as well as the practices and choices made at
each stage of the algorithm’s life-cycle. Beforehand, both analysts agreed that particular attention should be drawn to
describing the role of the stakeholders, depending on the task, phase, and on potential challenges that might occur. For
example, if a participant were to mention that “person X is a developer and performs bias analysis in the development
phase” we label the actor, the role, the task, and the phase. We also pay attention to the direction of information exchange
between actors (eg. person X hands over model outcomes to person Y). Furthermore, communication challenges and
information that was repeated or pointed out by participants as essential for fairness assessment were coded. For
the sake of supporting a common terminology, we took a broad range for the formulation of the codes. For example,
participants mentions for engineers, coders, and data scientists are all considered as the role of developers. Also, for
11Saldaña (2013) describes "A code in qualitative inquiry is most often a word or short phrase that symbolically assigns a summative, salient, essence-
capturing, and/or evocative attribute for a portion of language-based or visual data." In addition, a code can be understood as a researcher-generated
construct that symbolizes the construct and assigns an interpreted meaning .
12In Vivo coding is also named “literal coding” and refers to a word or short phrase from the actual language found in the qualitative data record eg.
terms used by participants themselves [40, 47].
13descriptive coding refers to summarizing the basic topic of a passage of qualitative coding in a word (noun) or short phrase [40].
14process coding refers to “action coding” which implies action from more simple observable activity (eg. reading) to more general conceptual action
(such as adapting) [40].
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Fig. 1. Key phases of a system’s life-cycle, and their actors and roles, identified from the interview transcripts.

the phases, we considered the testing phase, modeling, and experimentation phase as the development phase. These
are grouped because they were not purposely separated but used interchangeably by participants in the interviews.
In figure 1, an overview can be found of examples for the identified key phases, actors and roles from the interview
transcripts.

The coding analysis is done in multiple cycles, where in each round of coding pieces of text are merged or split
into categories. Two of the authors perform a separate coding analysis, to reduce the impact of personal bias. One
performed the coding analysis by hand whilst the other used a coding analysis tool 15. Each analyst then identified
the roles, tasks, phases, and challenges from the interview transcript independently. We finally compared both coding
analyses to identify discrepancies or alignments, as described in the Results section. Mentions of coding are done by
counting the (co-)occurrence for roles and phases, roles and tasks, and roles and challenges.

3.4 Constructing a Conceptual framework

Based on the codes identified with the qualitative coding analysis from the interview transcripts, we organize the main
elements in a conceptual framework for the general communication processes between diverse actors that underlie
fairness-related decisions. We build the conceptual framework using the method of constructing an ontology. The
framework is therefore built in an iterative manner presuming that it can be revised and extended for future work when
more input is available. We follow the work by Noy & McGuinness (2001)16 on creating ontologies [35] and take other
ontologies and conceptual frameworks as a reference [19, 23, 50]. The ontology promotes a common terminology so
that diverse actors can contribute to creating transparency and accountability throughout their system’s development
practices.

A Creating concepts from codesWe use the main identified codes from the qualitative coding analysis to make
concepts, also known as classes, in our ontology. As mentioned in the previous sections, we focus on identifying
roles, actors, tasks, phases, and challenges. We purposely separate actors from roles to see how many roles

15Atlas.ti: The Qualitative Data Analysis & Research Software https://atlasti.com/
16"Ontology development 101: A Guide to Creating Your First Ontology"

7



365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

393

394

395

396

397

398

399

400

401

402

403

404

405

406

407

408

409

410

411

412

413

414

415

416

EAAMO ’23, October 30 - November 1, 2023, Boston, MA, USA Anon.

actors can take on for a certain task. These concepts are the main focus of the ontology for representing the
communication structure.

B Defining Descriptions We add descriptions to each concept to agree on common definitions. Descriptions are
based on answers we got from the interview transcripts, the definitions we found from documents provided by
the European Commission on Trustworthy AI, and from other sources in the literature [11, 15, 23, 36, 49, 50].

C Defining properties and relations between concepts We describe the internal structure of the concepts by
adding properties. For instance, for actor, we use a property to describe their public or private affiliation. We
determine the relations between the concepts to describe the generic process of communication. For example,
an actor always takes on a certain role and is involved during a certain phase, when performing a certain task.
Since we identified various challenges from the interview transcripts, we decide that challenges can occur for
all the other defined concepts.

D Competency Questions We determine the scope of the ontology by thinking of competency questions that a
knowledge base derived from the ontology should be able to answer. We use our research questions as guidance
to answer and formulate competency questions for who (actors, roles) does what (tasks) when (phase), and
which information exchange is needed for that.

E Creating instances: We create generic instances of concepts for the main concepts. By doing this step, we aim
to describe the concepts in relation to each other. This is done by taking a phrase from the interview transcript
eg. a phrase that contains a challenge, and filling in concepts for specific slot values. We go back to the other
steps if the instance calls for revision of the ontology.

4 RESULTS

4.1 Semi-structured interview

For the majority of use cases (N = 10), the procurement for the algorithm came from government organizations
and municipalities. Furthermore, in all use cases, there were multiple stakeholders involved with varying technical
expertise—from social workers to developers, researchers, program managers, and third parties. Finally, in most use
cases (N = 10), the envisioned end-users of the systems were policymakers or other domain experts at municipalities
with minimal or no technical expertise. There was one exception for the educational domain, which envisioned teachers
as end-users. 6 interviewees mentioned having a technical background themselves, but not necessarily in AI or software
development.

4.2 Qualitative coding analysis

4.2.1 Qualifying the stakeholders. Figures 2, 3, and 4 illustrate which roles were mentioned the most based on co-
occurrence per Phase, Task, and Challenge. Overall, the developer role was mentioned the most (N = 189), followed by
End-users (N = 107) and Policy Makers (N= 92). More formulation of roles, phases, tasks, and challenges were identified
but mentioned less and thus not shown here. Figure 2 shows that developers are most prominent in the development,
evaluation, and formulation phase and less in the deployment and monitoring phases. PP1, who filled a developer role
reported “we don’t monitor what the municipalities are doing with the results.” and “ feedback is needed on how the results

will be used in deployment”. End-user and policy-makers are reportedly the same in almost all use cases. They are also
the second highest in occurrences for phases. Moreover, figure 2 demonstrates that the monitoring phase N = 10 is
mentioned the least throughout the interviews whereas the evaluation phase is mentioned the most N = 90.
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Fig. 2. Mentions of Roles (relative) per Phases. The total amount of occurrences per phase is mentioned on the y-axis (from least to
most). Note that the developer role (blue) is mentioned most in all phases, followed by end-users(green) and policy-makers(red) and
subjects (orange) least.

The subject role occurs the least for phase and task and is in almost all cases filled by citizens. Participants reported
the need for more citizen involvement and being more transparent to citizens throughout the phases algorithms’
life-cycle. PP2, a program manager, mentioned that “the plan is to check eg. with research labs how citizens can give

feedback on the model. But currently, nothing is envisaged”. On involving citizens, another researcher (PP10) working on
fraud detection, reported that “it depends on the type of AI. If it has an impact on citizens or uses a lot of data from citizens,

it would be relevant to include a focus group of citizens from the beginning but it is less relevant for road repairs.” Other
roles are also mentioned that need to be more involved throughout the phases. PP9, a developer, reported that “For the
future, we could incorporate stakeholders at earlier stages in the development to see what the potential sources of bias are.”

Additionally, requester roles are not mentioned frequently and are mostly involved in the formulation phase for
funding or initiating the project. A requester often resides at external governmental organizations such as ministries
and collaborates with municipalities. The subject role as well as the requester role were never described as end-users.

In figure 3 it is shown that the developer role is mentioned most for tasks, e.g. technical decision-making, researching,
bias analysis, and consulting, and the least for model usage. This indicates that actors taking on developer roles are the
most prominent in making decisions throughout the algorithm’s life-cycle. On what type of decisions one makes, a
PP9 who filled a developer role at the time, says that they “decided on how to improve accuracy and handling issues. For

instance, gathering more data diverse to handle bias.”. Developer PP1 mentioned that they “define and chose metrics for

the models.” and that these"are defined in collaboration with the municipality but choosing metrics and trimming down

after input was decided by the two of their team.”

Program managers and product owners (PM/PO) often work in the same research teams as developers and are
either hired externally or internally by a public requester. They are the main decision-makers for involving (external)
stakeholders such as advisors, requesters, and end-users, and sometimes being the only ones in direct contact with
them to answer questions. PM/PO’s are often reported to supervise developers in technical decision-making but rely on
their judgment for bias, fairness, and risk factor analysis. Program manager (PP2) said that for handling error rates
and biases they “rely on the technical teams’ judgment”. Also they mentioned that “the technical colleagues give advice
when the model is good enough, but it’s a bit of a grey area. We also rely on literature”. PP3 mentioned that they “don’t go
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Fig. 3. Mentions of Roles (relative) per Task. The total amount of occurrences per task is mentioned on the y-axis (from most to least).
Note that technical decision-making is mentioned the most. Moreover, the developer role (blue) is mentioned most for all tasks except
for model usage.

to users” for error or bias analysis but “talk to the data scientist”. Product owner (PP4) said that “it is time intensive to

explain [bias analysis] to stakeholder users. Bias analysis is sometimes so complex, even as an expert I sometimes don’t

understand it, and it takes a lot of time”.

Advisors are often mentioned to consult on the system in the evaluation phase before deployment, or when the
project is halted. Advisors are presented as giving advice on 1) domain knowledge, 2) technical knowledge, or 3) ethical
knowledge. Advisor roles are sometimes combined with developer roles. A third-party developer can be hired to analyze
the code, give technical advice or even build the model. PP3 added that they “hired an external bureau for auditing and

investigating the algorithm”. Also because they “could not get reliable predictions because the social domain changes all

the time, and it’s hard to keep track of these changes—for example in social support—and how that impacts the system”.
PP10 mentioned that “an external company was hired to develop the model for the municipality”, which made the “data
ecosystem quite complex”. A social domain expert and researcher at the municipality (PP5) mentioned that they “were

involved to give feedback as an involved bystander. But it was hard for someone like me to understand what the difference

between implementation and design is and what that means for real-life implications”.

In figure 4 the relative occurrences for roles per challenge are demonstrated. Most communication challenges were
reported amongst end-users/policymakers and developers due to lack of interpretation, missing involvement, and (risk)
oversight in a certain phase. Program manager (PP3) mentioned that is a challenge that“we don’t know if governments
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Fig. 4. Mentions of Roles (relative) per Challenge. The total amount of occurrences per challenge is mentioned on the y-axis (from
most to least). Note that interpretation and involvement issues were mentioned most. Moreover, developer (blue) is mentioned most
followed by end-users (green) and policy-makers (red).

and municipalities can understand the model”. Also, PP1 mentioned with regard to model usage at the municipality that
“it’s hard to get a focused answer on how they are going to use the model and what the results will be.” Therefore, more
input is needed on the interpretation and use of the results from end-users in the deployment phase. Vice versa on
feature selection and bias analysis in the development phase end-users require input from developers. On the matter
of involvement, another program manager (PP2) reported that “More frequent and streamlined collaboration with the

municipality is needed” and that they “would like to have closer contact with the municipality.”. PP1 also confirmed that
in their case “the municipality is too loosely involved in the project, more involvement is needed” when asking about
challenges regarding role division.

End-users and policy-makers are often reported to miss the technical skills to understand the uncertainty of
predictions and limitations of the model in real-world settings. For example, PP10 mentioned that the most difficult
challenge is the “gap between data scientists and policymakers. How to make sure that what is developed is being well

understood and useful for those of non-tech background.”. PP1 also confirmed that the “Most important risk is that the

model will not be used or is misinterpreted. For example, mixing up correlation and causality might lead to not helping

people at risk of poverty.”. PP6 mentioned that “People could trust the model blindly and mistake it for a decision-making

tool”. and lastly, PP8: “Not sure if the inspectors fully understood why certain cases were flagged as misuses or put on the

list.”

With regard to biased decisions, another participant (PP9) mentioned that “there should be more focus on asking users

what policymakers perceive as risks and biases” and that it is “difficult for them to understand that there are many different

interpretations. What it really means to be a ’true positive’, is this person really a fraud, or was this person not able to fill in

the forms properly?”. Misinterpretation and misuse of the system by end-users and policy-makers were mentioned most
in the monitoring and deployment phases. PP6 confirms that “training for users is needed, to remind users not to rely on
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the tool but that the decision is up to them.”. This also explains why policy-makers and end-users are mentioned a lot
throughout all phases because of their co-occurrence with challenges in certain phases.

Program managers and product owners are also hesitant to involve citizens for a lack of appropriate frameworks, and
potentially hostile attitudes. “There is a long history with the citizen council for consultation and it is usually conflict-based.
It’s hard to make fruitful collaboration, getting them to understand the issues and getting them out of anger mode.” said a
product owner (PP4) working at the municipality. PP7, on previous involvement of a citizen council:“they said no on the

feasibility of the model from the municipality. They did not get it. It was more of a general no to technology instead of

asking a targeted question”.

4.2.2 Qualifying the communication processes. Our qualitative coding analysis shows the importance of differentiating
individual stakeholders by their roles and skills, meaning, having specific skills to match particular roles diverse actors
need to have within the process. Fairness assessments are impacted when individual actors with specific roles or skills
are missing in the communication framework.

For example, actors with technical skills often assume the role of policy-makers. Yet, they may miss the required
skills in the domain of application. For instance, the developers of a fraud detection system may decide on error metrics,
bias issues, and test sets to measure them. Yet, they may not have the expertise in demographics, finance, and forensics
to ensure that their technical decisions are fair or allow them to assess fairness outcomes appropriately. On the other
hand, the policy-maker role may not have the technical skills to understand bias or error metrics. In this case, we can
consider that actors with the role of policy-makers are missing. Also, actors with practical skills in the domain of fraud
are missing.

As we reflected on our qualitative coding results, specific patterns of issues in communication frameworks emerged.
We were able to identify key elements of communication frameworks that are particularly critical to assessing fairness.
We found that issues arise depending on how these elements are combined with other elements, to form communication
frameworks with similar patterns and structures. These communication patterns are not easily described with qualitative
coding analysis only. By solely counting the codes for (co-) occurrences, we could not capture the type of relation
between codes that are important for determining the process of communication. For instance, a communication
challenge could be that a role is missing in a certain phase, which would also count as a co-occurrence for a role within
a phase. Their structures have variations that are not easy to identify in the narratives of interview transcripts. The
communication patterns are also not easy to document in written form only. Therefore, we turned to ontology modeling
for documenting the communication patterns we identified. In the next section, we provide a more structural analysis
of the communication patterns using the PARTS ontology. PARTS was specifically designed for—but not restricted
to—modeling the results of our qualitative coding analysis.

4.3 The PARTS ontology

The Phase-Actor-Role-Task-Skills (PARTS) ontology models the structure of communication frameworks and the basic
elements for the communication issues identified in our qualitative coding analysis. It comprises rather generic concepts,
such as Phase, Actor and Information Exchange, and concepts that are more specific to fairness assessment, such as Role,
Task, and Skill.

The communication frameworks require at least 2 generic elements to materialize the communication process:
the stakeholders who exchange information (represented with the concept Actor), and the act of communicating
(represented with the concept Information Exchange). We found that the relevant context of the communications can be
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Fig. 5. Basic concepts of the PARTS ontology for characterizing the structure of communication frameworks, and the issues we
identified. For example, fairness assessment Tasks may be missing at certain Phases of a system’s life-cycle. Or Actors may not have
the right Skills or Role when performing fairness assessments.

Concept Description Relation Property
Task Actions carried out by Role Requires Role, Skill, Info exchange,

during Phase
Role Function or a part filled by Actor Actor Has Role, Task requires Role
Actor Entities that perform Tasks, actively

or passively
has Role, Skill, Phase involves Actor,
Info Exchange between Actor

affiliation: public or pri-
vate, is missing: yes/no

Phase indicates the evolution of the system
from conception through retirement

Involves Actor, Task during Phase,
Info exchange during Phase

Skill Professional ability, expertise, or
knowledge needed in practice to suc-
cessfully complete a specific task

Info exchange requires Skill, Task
requires Skill, Actor has Skill

is missing: yes/no

Info exchange Communication transfer between
actors

requires Skill, between Actor, dur-
ing Phase, Task requires Info ex-
change

is missing: yes/no

Table 2. Concept definitions

modeled with 4 additional concepts (Phase, Task, Role, Skill). We found that these simple concepts were sufficient for
modeling generic communication challenges that we observed in several interviews. The ontology can be extended
with additional concepts, e.g., to represent the affiliation of Actors, or the information that is exchanged. We decided
that further research is needed to further refine the ontology, and that adding more concepts at this stage comes at the
risk of making the ontology less applicable or generalizable to new contexts.

We thus selected these 6 concepts from the codes of our qualitative analysis of the interview transcripts. Table ??
provides the definitions and properties of these concepts, and Figure 5 shows their relationships. Figure 6 provides an
example of the instances of the ontology that we derived from the interviews.
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Fig. 6. Generic instances of the PARTS ontology, identified in several interviews. The generic instances of Tasks can occur during
different Phases, e.g., as the colored boxes show. The Tasks occurring during the Phases of ♦ Evaluation and ♦ Monitoring can largely
overlap. Instances of Actors are not generic, they represent private individual persons (e.g., the interviewees themselves).

Role types Description
Developer research, design, and/or develop algorithms
Policy-maker responsible for designing and overseeing the carrying out of policy and social

decisions
Project manager/ Product owners
(PM/PO)

supervise the projects for the development of the system and oversee documentation
checks and balances

End-user (in)directly engage with the system and use algorithms within their business pro-
cesses to offer products and services to others

Subject organization or entity that is impacted by the system, service, or product
Advisor give constructive feedback on the system throughout the life-cycle
Requestor who are the main client and investor for the use-case

Table 3. Main roles description

We found that a few simple properties and relations between concepts were sufficient to represent the communication
issues we observed in the interviews. The property requires assigned to the fairness assessment Tasks allows representa-
tion of the Roles, Skills and Information Exchange needed to perform the task. This part of the communication framework
is essential to define the high-level requirements for accountability and transparency. The practical implementation of
these requirements can be modeled by associating Actors with specific Skills to the Roles they take in fairness assessment
Tasks.
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Fig. 7. Example of a generic communication challenge observed in interviews, with elements of the communication framework (top)
and their structure (bottom). Existing elements are in black, and missing elements are in pink. For the Task of ♦ Validating technical
choices, the Role of ♦ Decision Maker is missing an Actor who has Skills in the ♦ Domain Expertise, and who is independent of the ♦
Developer.

With the properties during and involves, the ontology can associate Tasks, Information Exchanges and Actors to the
Phases of the system’s life-cycle. This provides a generic temporal overview of the communication and assessment
processes, e.g., to reflect on the assessment Tasks or Actors (e.g., stakeholders from specific institutions) that may be
missing at specific Phases.

Our main finding is that adding the property is_missing to any element of the communication framework (i.e., to
any of the 6 concepts) is of great interest for expressing the issues that interviewees mentioned. We represented the
elements of communication frameworks using these 6 concepts precisely because issues arise if any of these types
of elements are missing. For example, an Actor may be missing specific Skills, or a fairness assessment Task may be
entirely missing. Communication issues also arise from missing a Information Exchange, as shown in Figure 7.

The concepts we selected, and their descriptions, are in correspondence with those provided by the European
Commission on trustworthy AI, and other sources in the literature [11, 15, 23, 36, 49, 50]. For example, the developers
and end-users (as instances of Actor) are, respectively, those who “research, design, and/or develop algorithms” and
those who “(in)directly engage with the system and use algorithms within their business processes to offer products
and services to others” [15]. Data subjects (also instances of Actor) are “an organization or entity that is impacted by
the system, service or product” [23].
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5 DISCUSSION

The patterns identified from the coding analysis indicate a heavy reliance on the (technical) skills of the developer role
in the development, formulation, and evaluation phases. This means that developers likely take on most tasks and
decisions throughout the life-cycle which may potentially influence fairness outcomes.

These results are based on the co-occurrence of mentions provided by participants in interview transcripts. However,
participants tend to forget involved internal and external stakeholders in the development process or don’t see some as
influential for choices, practices, and protocols in the development process. This does not mean that forgetting a certain
role or actor fully reflects the actual governance structure or experienced communication challenges. Participants may
not have oversight, may not be willing to provide specific details, or were perhaps steered by the interview questions.

Besides, we recognize that in practice, formulations for roles and groups can vary and can be diffused. For instance,
in some cases, actors identified as developers would primarily identify themselves as a researcher — who also carry out
developer tasks or vice-versa. Moreover, counting (co-)occurrences is not enough to assess the nature and structure of
interactions within a network. As mentioned in the results, sometimes an occurrence would be counted for role and
phase when actually the content of the code would say that ‘role X was missing in phase Y’ and thus was more an
occurrence for the challenge than for phase. Therefore, the PARTS ontology was needed to provide an overview and to
characterize the interaction between roles and the challenges within a bigger network.

The patterns additionally indicate a need for increased input of end-users, policy-makers, and developers at the right
phase, in particular during design choices and output interpretation. Even when there is involvement, participants
indicate that the necessary skills are missing to provide for informed decisions. There is uncertainty about whether
the algorithm actually provides what it is supposed to perform, coupled with weak support and guidance for users,
limited supervision, advice, and a lack of feedback loop for AI developers. These findings demonstrate a growing
information gap between technical experts on one side and domain experts and policy-makers on the other side.
Presenting algorithms and features in an understandable way to end-users and policy-makers is increasingly needed,
aimed specifically at a clear identification of potential risks, failures, and errors of the AI model.

Moreover, within patterns, there is no clear governance or process structure regarding roles, actors, information flows,
and responsibilities during the algorithm’s life-cycle. The findings revealed it was not always clear who makes final
(mostly policy) decisions on the further development or use of algorithms, or what is the (legal, procedural, information)
basis for such decisions. This seems to be due to the lack of actors filling the right roles at the right phase; which
leads to actors taking on multiple roles at once they are not fully equipped for, consequently leading to a discretionary
imbalance. For example, developers tend to take on multiple roles such as advisor, researcher, and decision-maker,
without being fully aware of the business logic and domain expertise. In addition, policy-maker or social worker roles
tend to coincide with end-user roles without being allocated a clear mandate for making informed value decisions.
These findings are not new and confirm previous work done on the growing discretionary power of developers and
unclear role divisions for automated decision tool usage in policy-making settings eg. [6, 36].

The issues of information gaps, unclear role divisions, and co-occurrence were characterized by the PARTS ontology.
PARTS is a communication tool that can explicitly structure and outline missing elements such as missing roles, skills,
and involvement. Furthermore, it promotes a common terminology beyond solely the technical perspective of fairness
assessments but also on the matter of accountability. We purposefully kept the ontology as simple as possible because
every public sector use case will have its own (normative) context, specific governance, and communication structure.
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Also, we do not claim that fairness issues are resolved with PARTS. We solely emphasize that governance structures,
roles, and communication processes between diverse actors are of importance when addressing fairness assessments.

This paper shows that when responsibilities and roles are unclear, and there is a lack of communication or mis-
communication, this can lead to misinterpretation of the system output and even to misuse of the algorithmic system.
Finally, the coding analysis, as well as the generic patterns presented in PARTS are based on (N = 11) interviews. More
data is needed in the future to verify and specify these findings. Future work would require increased development and
use of practical frameworks for communication, role and responsibility distribution, and governance processes.

6 CONCLUSION

This paper examines the roles of different stakeholders engaged in the process that leads to algorithm procurement and
development in the Dutch public sector. In particular, we focus on the analysis of communication patterns exhibited
in fairness assessments. The field research we conducted points to inadequate or missing explicit guidance or rules
regarding roles, skills, and information exchange throughout the algorithm’s life-cycle which leads to misinterpretation
of model outcomes and potentially to unfair outcomes. The results have been characterized using the Phase-Actor-Role-
Task-Skill ontology and can be used to indicate a lack of involvement and feedback between developer, end-user, and
policy-maker roles. End-users and policy-makers often lack the technical skills to interpret the system’s output or to
estimate potential fairness issues. Therefore, they rely on the technical skills of developers for making apparent technical
decisions such as bias and fairness assessments, potentially influencing policy outcomes. As a result, developers take on
extra roles such as advisor and decision-maker while potentially lacking the business logic and domain expertise required.
This also results in developers being the most prominent in most tasks and phases of the algorithm’s lifecycle. Lastly, we
observe that citizens are structurally absent throughout the algorithmic life-cycle, even though it is mentioned that their
involvement is needed in the future for balanced fairness assessment. The PARTS ontology is built to describe these
patterns and to be used and extended by domain experts: to audit and design frameworks to deal with communication
issues, to support transparency and accountability amongst diverse actors, and to promote the creation of a common
vocabulary on fairness assessments.
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Table 4. Questionnaire

Questions Notes

Institution / Department Name of entity/department
What is your (team’s) role? Description team/staff involved

brief
Who do you work with (directly)?
Domain and topic of use case
Start and end date
What type of system is being developed for the use case? Intended use/aim
What is the goal of the system?
External partners developing technology for the use case (if any)
Who are the (end) users - are they directly involved in the development process?

II. Development process
Could you guide us through the process of development by mapping out phases -
and specific actions in each phase?
Could you guide us through the decisions made about the system and by whom? e.g. involvement in deciding

on: the goal of the system |
design of the system (met-
rics/labeling/test/training/error) |
evaluation of system | monitoring |
deploying system

What kind of decisions do you and your team make? (could you give an example)
What input is needed /do you use to make decisions as a reference point e.g. handbook, training, expert

group?
What kinds of exchanges are needed in your decision process?
Are there other teams or (external) stakeholders involved in the decision-making
process?
How do you support the decision process of your collaborators with your output?

III. Considerations
How can the development process be improved for the following, from your per-
spective?

eg. information exchange, role divi-
sion, handling error rates and biases,
handling risks, responsibilities

What are the most difficult challenges and risks of failures for the system?
How are these challenges and risks measured assessed and monitored?
What information is needed (by whom) to handle these challenges and risks?
Who is consulted for this information?
What is your role in the process of addressing challenges and risks?
Could any issues occur that might halt the development process, (if so could you
give an example of how are these go/no-go decisions determined?)
In real-life applications, could there be specific risks or negative impacts for individ-
uals or social groups?
Is error analysis / Bias analysis performed for negative impacts (if so how is this
done and could you give an example)?
Once the algorithm is deployed in practice, what kind of human oversight is available
to control for error, bias, or negative impacts?
What procedures and recourses, if any, are available for addressing the negative
impacts of the system?
Do you have access to explanations or training on the risks for individuals and
social groups, e.g., from your colleagues or from external experts?

IV. Follow-up questions
Who is in charge / responsible for mitigating measures on respecting privacy and
data protection? For instance, is there a valid legal basis for processing personal
data?
Are there cybersecurity or privacy-preserving measures deployed to preserve pri-
vacy and data security?
If no challenges (or very few) concerns are mentioned in 4, provide a scenario? e.g. complaints about the output; se-

curity breaches; what if the training
set is not representative, high error
rates
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